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1 About This Document

This section outlines the purpose and aim of the document, related documents,
and any source materials or terminology used.

Please note that this document is regarded as confidential and is for customer use
only.

The purpose of this document is to provide a detailed overview of the alerting
capabilities of GSX Monitor software.

In addition to this guide, you can also refer to the following documents in the GSX
Groupware Solutions documentation set for information:

* GSX Environmental Health
e Database Monitoring and Reporting Capabilities of GSX Monitor

The following table contains a definition of the terms commonly used in the
document:
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Server

System

Threshold

Alerts

Delivery Method

Reminders

Escalation

Severity

Profiles

Maintenance

© GSX

The physical server (or VMWare slice) that is being
monitored.

The system that resides on the server. For example,
BES, Sametime, or Exchange.

A customer defined point that generates an action and or
event when reached.

Alarms that are generated when a specific monitored Key
Performance Indicator (KPI) has exceeded a predefined
threshold.

The method by which an alert is delivered to one or
more predefined recipients. For example, phone, pager,
email, or fax.

If an alert is generated and the condition generating this
alert is not addressed within a predefined time frame, a
reminder is sent to the original recipient.

If a reminder concerning an alert is sent and the
condition generating the alert is still not addressed, an
escalation alert is generated. This escalation is delivered
to a recipient other than the recipient of the original and
reminder alerts, such as a manager.

Defined severity levels for different alerts. For example,
pending mail greater than a predefined threshold may be
a severity 3 alert, while a server down may be defined as
a greater, severity 1, alert. The ability to associate
several different severity levels with every alert enables
administrators and IT managers to prioritize their
response to alerts.

Tailored alert settings that can be applied to the alerts
that you want activated. Profile details include, Profile
Name, Delivery Mechanism, Target, Severity, Reminder,
and Escalation.

The time period where a server can be taken offline for

systems maintenance. In some cases the server may be
unavailable to the business. GSX Monitor enables you to
specify repeat or once off maintenance periods that can
be excluded from reporting and alerting if required.
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2 Overview

GSX Monitor is the most widely used monitoring tool on the market today and
currently safeguards over 5 million email accounts. The software can
simultaneously monitor IBM Lotus Domino and Sametime, Microsoft Exchange,
Blackberry Enterprise Servers, LDAP and SMTP ports, and URLs.

Alert capability is an integral part of the GSX Monitor software solution and
warns administrators of potential problems before they lead to performance
problems or outages. Alerts can be configured so the correct personnel are
notified when performance indicators reach defined levels. As a result, remedial
action can be taken before a problem actually occurs. The use of this proactive,
automated monitoring can save money for your business, while ensuring a
reliable service from your communications infrastructure.

In this increasingly technology driven, fast-paced and demanding business
environment it is vital that IT Systems function efficiently and do not create a
potentially crippling business impact when they are not available. A sobering
example of this potential impact is the response from a hospital messaging
administrator when asked what was the monetary impact of system downtime
“It’s not a question of money, it’s a question of lives."

This demonstrates how vital it is to receive alerts when your system performance
is threatened. Alerts can identify server problems and also service problems, such
as problems with applications running on servers.

This document provides a detailed description of the alerting options available
with GSX Monitor, along with configuration details, and some handy tips and
techniques for using the software.

© GSX 7
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3 The GSX Approach

The GSX team have been developing monitoring, reporting, and alerting solutions
for collaboration platforms for over 14 years. We work with global multinational
customers and partners to ensure that our products are customer focused and
new releases incorporate customers’ requirements and suggestions.

GSX Monitor can be installed on any client machine on your network and
enables the following:

The GSX approach is unique and is tried and tested over the many years that we
have been in business. Our competitors have tried to imitate this approach with
very limited success.

As GSX software emulates a customer accessing the system we, uniquely,
simulate the level of service that your customers are experiencing and provide
quantifiable metrics on the level of service and Service Level Agreements (SLASs)
that they are experiencing and expecting. For example, a server may be up and
running, but if your customer cannot work with their data on the server then your
service is unavailable. GSX software removes this risk by providing a real-time
view of the health of your entire communications infrastructure.

As no installation on your servers is required, GSX Monitor software results in a
low maintenance and management overhead. You can install the software on a
client and monitor hundreds of servers from that one single installation.

As GSX Monitor software tracks and gathers information, this information is
consolidated into GSX Analyzer. Using the software’s powerful and highly
customizable report building capabilities, you can generate consistent reports
across multiple platforms and/or metrics. This ensures you build the reports that
you want to deliver.

© GSX 8
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4 Why Flexibility is Important

At GSX we provide a reporting solution that is highly customizable to suit your
business and provide multiple configuration points on alerts. These include:

o The type of alert

o The threshold level that triggers alert generation
. Who the alert is sent to

. How the alert is delivered

o How often the alert is repeated

Such flexibility is vital as the tools that comprise the collaboration suite frequently
consist of email, Blackberry, and online collaboration systems. GSX Monitor will
monitor and report on all of these environments at a highly detailed level. If there
is a potential issue it is critical that notification is received rapidly, by the correct
personnel. This ensures they can address the issue, perhaps before it is even
noticed by the business.

The ability to configure different alerting profiles and apply them to different
incident scenarios ensures the right information gets to the right person at the
right time. Another factor to consider is, as IT departments grow and develop,
responsibility becomes more and more segmented and distributed. Therefore,
sending all alerts to everyone in the department, or sending alerts to irrelevant
teams may result in them being treated as a nuisance and ignored. This may
result in a negative impact on the response time to a relevant alert.

With GSX Monitor you can target your alerts to ensure that they are delivered
only to relevant personnel. Ideally, you should set alerts to give warnings of
threats to your service and ensure they get the response that they deserve by
tailoring and configuring them to meet your business service expectations and
organizational support structure.

Set your alerts at a threshold that indicates they are an alert and
not just information. This ensures alerts generated in your environment are
treated with the urgency that they merit.

© GSX 9
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5 Configuration of Alerting Options

In this section we will discuss the various global options available for
configuration in GSX Monitor.

The initial step in configuring GSX Monitor is to set some global settings.

From the main Preferences menu, select Alerts.

Preferences | Reports  Help
Globals... Ctrl+G

Alerts. .. Chrl+L

tics

| Lt

The Alert Preferences screen is displayed containing several tabs in which you
can specify some of the fundamental alerting specifications. These tabs include:

* Email

* Events Configuration
* Alerts

* Images

* GSM Modem

© GSX 10



Email

The Email setting is very important as from it you configure the primary and
secondary servers that are used to send alerts via the following devices:

. SMTP Email
o SMS

. Pager

It is very strongly recommended that, following the configuration
of your servers, you use the test functionality to confirm they are configured
correctly.

Alert Preferences

E-mail l Events Configuration || Alerts | Images | GSM Modem|
The default server is used for sending email messages and alerts. If the default server is unavailable, an alternate  server may be used. In the event
both servers are unavailable, the messages are stored locally until one become available. [*] mandatory field.

(O Use SMTP Mail Server

Default server used to send mail [*: ‘When default server is down, use: Sender address [7):
Server IP or Hosthame \ I Server IP or Hosthame I ‘ \33 SxMonitor@MyDomai
Port Number Default is 25 Port Number Default is 25 S o

If Authentication is enabled: Use S5L authentication If Authentication is enabled: Use S5L authentication
User [ I User l ‘ P Test 2nd server
Password l I Password l ‘

D Use specific Mail Servers for Pager/SMS alerts

Default server used to send pager: When default server is down, use: Sender address:
Server IP or Hosthame \ | Server IP or Hostname l ‘ ]33 SXMonitor@MyD omai
Port Number Default is 25 Port Number Default is 25 S T

If Authentication is enabled: Use S5L authentication If Authentication is enabled: Use S5L authentication
User [ I User l ] P Test 2nd server
Password l I Password l [

(® Use Lotus Domino Mail Server Default distribution list ()

Sender address (ot modifiable): | Eileen Fitagerald/GSX | [e.g UseiName@domain.com:Admin_Group@domain. com)

fit Id .net

Default server used to send mail [*) | GSXLNOOB/GSX I Q @ sfitzgerald@gsx.ne

‘When default server is down, use l I Q @

Lotus Domino Pager/SMS Gateway Server

Default server used to send pager: \GSXLNUEIE/GSX ‘ E] E]

When default server is down, use: [ ] Q @

[ oK ][ Cancel ,];5
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Events Configuration

The Events Configuration tab displays a list of all possible alerts that GSX
Monitor can generate. You can assign a severity to them and, if required, also
assign a sound to be played by the monitor station if they occur.

alert Preferences 3]

E-mail | Events Configuration lAlelts Images | GSM Modem
These settings allow to configure specific parameters directly related to the Events:
Severity.  this parameter indicates how critical the alert is and allows to filter alerts by severity on remote systems such as SNMP consoles or
GSX Analyzer
Sound: tl';esg are the Eounds to play by the Graphical interface in case of outage. Please note that sounds can also be played when an
alert is triggere
Play: number of times to play the sound
Event Name Severity Sound Play ~
Domino down 90 Laser.wav { 1 b
| |Domino up 05 [none) 1
| |Domino Network down 90 Laser.wav 1
| |Domino Network up 05 [none) 1
| |Domino Task down 50 Laser.wav 1
| |Domino Task up 05 [none) 1
| |Domina Cluster down 95 Laser.wav 1
Domino Cluster up 05 [hone] 1
Log scanning: critical erors 50 Laser.way 1
| |Log scanning: non critical erors 20 [hone) 1
| |Pending/Dead mail threshold 90 Laser.way 1
Disk space threshold 90 Laser.wav 1 3
Mail routing down 90 Laser.way 1
Mail routing up 05 [hone) 1
| |Replication down 90 Laser.way 1
Replication up 05 [hone) 1
Sametime down 90 Laser.wav 1
Sametime up 05 [hone] 1
| |Sametime Network down 90 Laser.wav 1
Sametime Network up 05 [none] 1
| |Sametime service down 80 Laser.wav 1
| |Sametime service up 05 [hone] 1
| |Sametime cluster down 95 Laser.wav 1
Sametime cluster up 05 [hone] 1
URL down or time-out 90 Laser.wav 1 7
[HT=T il frownal 1
[ 0K ] [ Cancel
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Alerts

The Alerts tab enables you to customize the alerts to align and meet your
company'’s requirements. This streamlines your alerting process to ensure critical
information is reported to you in a succinct manner in order to ensure that you
receive the information you need when you need it.

anbo Y_Donliootion ail Dosrtine Dorforoanan

| E-mail | Events Conﬁgura!ion‘ Alerts llmages | GSM Modem|

Alert Filter

A network or router outage may lead to a complete part of the network be down for a while. The filter below has been created to limit the number of

alerts sent out due to such a problem. It will apply to all server and network down alerts, independantly from their type [Domino, Exchange,
Network, etc ...] and only for the period defined below.

Limit the system to send a maximum of alerts in case of equipment down, in a period of Sminutes W

Then send a specific "Global outage" alert using this profile: [Default ] [:]

Pending/Dead mail

Pending/Dead mail alerts are sent only if the number of pending/dead mail in mailboxes:
- exceeds the threshold defined in Server Settings

- does not keep decreasing at next scans [set to O for immediate alerting)

Advanced

Do not send a "server down” alert if a "network down™ alert has been previously sent for the same server.

Maintenance

During maintenance periods, keep alerting using this profile: lDisabled ‘ [:]

Alert format
By default, alert e-mails are generated in HTML format [see also “Images” folder).
[[] Do net create alert e-mail in HTML but in simple text format.

Warmning: Log reports and Replication reports are nat impacted by this option. they are always generated in HTML format.

Reports
‘Weekly Report on \Monday + | Daily, weekly and monthly periodic reports are generated at midnight. & weekly report set to the
' default day of Monday includes statistics from Sunday.
o Cowes ]

The customizable options include:

Alert Filter

One GSX Monitor station can monitor hundreds of servers. However, if one
router goes down, hundreds of servers may become unavailable, potentially
resulting in thousands of alerts depending on your settings. By setting this filter,
if multiple servers are down simultaneously you receive a global outage alert
instead of hundreds of individual alerts.

Pending/Dead Mail

Some companies are very sensitive to mail throughput. This setting enables you
to set up advance warning in the event of a potential issue with pending mail. In
an individual server setting you can set the threshold for pending mail, for

© GSX 13
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example generate an alert if there is a predefined amount of pending mail.
However, in addition, you may require a warning that pending mail is approaching
that predefined threshold. You can use this setting to override the threshold
setting and generate an alert if the volume of pending mail has not decreased in
XXX scanning cycles.

Advanced

As previously discussed, GSX Monitor simulates your users experience. If the
network is down and the server is up and running but your users cannot access it,
then your service is not available. Because of this scenario, GSX Monitor has a
two system process to identify where the fault in the service lies. The Advanced
setting allows you to receive one alert versus two if the network is down as, if the
network is down then the Domino service cannot be accessed, and Domino is
down.

In Server Settings you can set up alerts on Domino down or network down, see
Individual Alerts in Detail. GSX Monitor will test to see if the Domino service is
available by establishing a Domino session. If it cannot establish a session it
generates a Domino down alert. It will then attempt to ping the server using the
IP address or hostname provided. If it cannot ping the server it generates a
network down alert.

Maintenance

By default, when you specify a maintenance period, your alerting profile is
excluded for that maintenance period. However, you may want to be informed of
server availability during a maintenance period and can override individual server
schedules with a specific alerting profile for maintenance periods.

Alert Format

By default, all email alerts are created in HTML format. This option enables you to
override this setting and send alerts in a simple text format.

Reports

This option enables you to define the day on which you send your weekly statistic
report to GSX Analyzer.

Images

The Images tab enables you to customize the presentation and logos used on
your alerts to bring them in line with your company’s look and feel.

© GSX 14



Help Mail Routing ()0 ()0 ()0 ()0 |Perrormance @2@1 )0 |LJB Mo

i Alert Preferences

[ E-mail I Events Configuration I Aletts GSM Modem |

;: G$X Monjtor sends alerts in html fo!mat using ;iefau_lt images located on 'lhe GSX websi'te. The location may be chanqu and the images modified
P T o e e Fae ot P o e i ] 7 9 IR S TRt

; Alert Report Header: |hltp:r‘/www.gsx.net/c!ientsx’gsx/gsxhomepage. nsf/dlertHeader. gif View I Size must be 860 by 46 pixzels

| Replication Monitoring Header: |http:J/www.gsx.net!clienls/gsx!gsxhomepage. nsf/ReplHeader. gif View | Size must be 950 by 52 pixels
Log Monitoring Header: Ihup:h’www.gsx.net/c!ients/gsx/gsxhomepage nsf/LogHeader. gif View | Size must be 860 by 46 pixels
Date: |hllp://wwwAgsxAnet/clienls/gsx/gsxhomepage. nsf/dlentD ate. gif View I Size must be 175 by 23 pizels
Category: Ihup:waw.gsx.netf‘clien!s/gsxf‘gsuhomepaga nsf/dlentCat.gif View | Size must be 175 by 23 pixels
Station Name: |hltp:r‘/www.gsx.net/c!ients/gsx/gsxhomepage. nsf/dlertStation. gif View I Size must be 175 by 23 pizels
Message Footer: |htlp:J/www.gsx.netfclienls/gsx!gsxhomepage nsf/Footimage. gif View | Size must be 860 by 185 pixels

GSM Modem

GSX Monitor enables you to set up a primary and secondary server and also
facilitates another level of alerting if required. The GSM Modem tab enables you
to configure a GSM modem to be used as an alert delivery mechanism in the
event of all other mechanisms failing.

R~ S -, Y 7 N _ @

@ Alert Preferences

| i

E-mail I Events Conligurationl Alerts I Image:

238 GSX recommends using a GSM Modem attached to the monitoring system.

K

1a This will allow the system to send out SMS messages on the GSM Mobile network in case of a failure in the interal messaaing/Mail syst

To use this feature you'll need the following to be setup:
- a standard USB GSM Modem [GSX recommends using Falcom Samba 75 USB GPRS modem]
- a SIM card for the Modem
- a network availability where the monitoring station resides

|

—GSM Modem Configuration
GSX Modem name: I SIEMENS MC?5 REVISION 03.010 Browse |

COM Port: ICUM3
PIN Code: IUDUD

Status: Unvalidated: Com Port not responding.

Check Status |

© GSX 15
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6 Individual Server Settings

You can configure your servers to scan for service availability and define the
thresholds and parameters for your alerting strategy in the Server Settings
screen.

To display the Server Settings screen, from the main menu select Server
Settings =»Scanning.

Preferences  Reports  Help

fiew @ Server Settings \C/
D233 #4519

Each option available in the Server Settings screen is described in sequence
below, including an explanation of how your selection impacts alerting.

* Domino Server Name - The Domino name of the server as found in the
Name and Address Book (NAB).

e Domino Server Alias - The name of the server as displayed in GSX
Monitor. This name can be different to the Domino name.

* Network IP Address or Hosthame -The IP or hostname of the server.
This is used by GSX Monitor to check network availability when Domino
or hostname are detected as down. It is very important it is the exact
server name used in the Domino, DNS, or Active Directory, as the Monitor
station uses it to find the server and perform the secondary check.

* Scanning Frequency - Defines the polling interval in minutes. It is
recommended to define a lower interval for more critical servers.

* Retry Frequency if Device is down - GSX Monitor works by checking if
it can open a session on a server. Sometimes a server may reject a
session but accept the subsequent request, so you may want to specify
the number of rejected sessions that can occur before you generate a
service down alert. However, if you do not want your retries to become
part of the existing cycle, this option enables you to ‘fast track’ your
server scans if a specific server has been reported down on a scan.

* Alert Threshold During Bus. Hours - Specifies the wait period before
generating an alert. This allows the system time to double check
availability before generating a service unavailable alert.

* Business Hours - Specifies your company’s business hours. This flexibility
is important and enables you to prioritize alerts and assign different time
periods before sending an alert, depending on whether the incident occurs
during or outside business hours. This enables you to closely align your
service monitoring and alerting profiles with business service availability.

* Alert threshold during off hours - Defines the time period the system
waits before ending an alert outside of business hours.

© GSX 16
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* Trigger this alert if XXX is down -Specifies the type and profile of alert to
be triggered if the service being monitoring is down. For more information
on the types of alerts and different profiles, see Alert Profiles and
Definitions.

» Trigger this Alert if Network is down - If GSX Monitor has determined
that it cannot open a session on the server it will try and ping it via the IP
or hostname. If it cannot ping the server, this indicates the network is
down. In this case, you can define a different profile to inform a different
team of potential errors.

* Trigger this Alert if XXX is up - Defines an alert for when the service is
back on line and available.

* Trigger this Alert if network is up - Defines an alert for when GSX
Monitor can ping the server again.

Ensure you have notification that both the network and service are
back on line, as network availability does not guarantee service availability.

* Server Distribution list for Errors relating to this server - This setting
enables you to assign standard profiles across multiple servers, as well as
adding additional distribution lists that may be specific to individual
servers. For example, if you assign a standard alert profile in the event of
service unavailability for servers A, B, and C, but server A hosts a critical
business application, you can set a distribution list specific to alerts on
server A. Therefore, in the event of an outage on server A, the database
manager is informed.
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7 Alert Profiles and Definitions

GSX Monitor can be configured to alert and report on hundreds, if not
thousands, of possible scenarios. For each of these scenarios you may not want
the same severity, recipients, or delivery mechanism applied, or to have to define
an alert profile for each and every alert scenario that you create. GSX Monitor
enables you to create tailored profiles that can be applied to the alerts that you
want activated. In each profile you can define the following:

. Profile Name

o Delivery Mechanism
. Target Recipients

. Severity

. Reminder

. Escalation

You can define your profiles in advance and apply to your alerts as you activate
them, or you can set up profiles as you activate alerts and add to the profile
options available.

GSX Monitor enables you to both define and assign alert profiles in the
Configuration of profile screen.

Configuration of profile Default @

This Alert configuration screen is common to the whole software. When an alert condition is met, Monitor triggers the selected alert Profile.
Move Available zlerts to the Profile details in order to use them for this profile.

Profile Configuration
Profile : | Default '} [ New
List of Available Aleris: Profile Details:
Here are the alerts you can use in 3 Profile. Here are the zlerts triggered for the Profile above, in case a
They are not selected yet ! threshold is reached.
=42 Email =42 Email
[Z] Additional List £) Default List: norah@bardnangleann.com
“[Z] Use Server Settings' List 7)) Scheduleris disabled
i) Pagers
-{) Programs
=42 Sounds

L -3@ System Beep: System Beep
-{) Pop-Up Message
i) SNMP

~{2) No severity
i-{) Reminder is disabled
‘{7 Escalation is disabled

[Iest Profile ] [ Scheduler }

[ oK [ Cancel |

You can assign an alert profile to be activated when a specific alert condition
occurs. You can also create on the fly alert profiles that you can use for
subsequent alert conditions.

© GSX 18



('o

The List of Available Alerts menu on the left-hand side of the screen enables
you to select alerts or the delivery mechanism of alerts. You can specify how you
want to receive alerts by selecting one or multiple options available.

You can configure how these options route the alert in Global
Settings.

The options enable you to do the following:

. Email - Enter email distribution lists

) Pager - Send alerts via a pager

o Program -Invoke a program accessible to GSX Monitor

. Sound - Generate a sound when an alert is activated

o Pop-Up - Generate a Windows pop up when an alert is activated

o SMNP - Generate an SNMP Trap that can be used by an external system

o SMS - Send an SMS message via Global System for Mobile communications
(GSM) when an alert is activated

The options that you associated specifically with this profile are then displayed on
the upper right-hand side of the screen. You can further refine these settings by
enabling the scheduler for pager options.

There are three very powerful options that can be associated with this profile on
the lower left-hand side of the menu. These options include:

o Severity - Enables you to define the severity of your alerts. We advise you
align this with the impact to the business of this alert condition being reached and
the alert being generated. This severity is reported to GSX Analyzer for
reporting purposes and can be critical for defining the quality of service delivery
and prioritization of problem management within your business. For example,
how many severity 1’s have occurred in the past month, what was the root cause,
and how to resolve them. Setting the Severity parameter here overrides the one
defined in Events tab for this profile. See Events Configuration.

o Reminder - Enables you to set up a reminder alert. This means an alert is
resent every predefined number of minutes during the time period that the cause
of the alert has not been addressed.

o Escalation - Enables you to set up an escalation profile independent of the
original alert profile. When a reminder concerning an alert is sent and the
condition generating the alert is still not addressed within a specific, predefined
time frame, an escalation alert is generated. This escalation is delivered to a
recipient other than the recipient of the original and reminder alerts, such as a
manager.
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8 Individual Alerts in Detail

In this section we will discuss the various individual alerts available in GSX
Monitor.

This alert indicates the basic availability settings of your Domino service; whether
it is up or down. You can configure this alert to activate when your Domino
service is back on line.

This alert indicates if the Domino network is up or down. If GSX Monitor detects
that it is unable to open a Domino session on the server, it will ping the server,
on the IP or hostname you have provided, and try and establish if Domino or the
network/service is unavailable.

| Server 1 of 17 : Name of the monitored Domino s

&
Network IP Scanning}{

DomirAc;_Sewer Cluster Address or |Frequenc
) 1as Hostname | (minute)

11 7

If GSX Monitor cannot open a Domino session, a Domino down alert is
generated. If it then cannot ping the server a network down alert is generated.
Both alerts are related to the same disruption in service and one could,
technically, be sufficient. For that reason you can set a global preference to
suppress a server down alert if a network down alert has already been sent. See
the Advanced feature in Alerts.

Advanced

Do not send a "server down" alert if a "network down™ alert has been previously sent for the same server.

This alert indicates if the Domino server is running at task level. GSX Monitor
focuses on monitoring and measuring the quality of service that you deliver to
your customers, down to the task level. If the Domino server is running, but the
router task is down, then your mail service is not available to your customer.
Because of this it is imperative to monitor the status of your tasks on your server.

In Domino, you can set more detailed monitoring on specific statistics. You can
specify GSX Monitor to monitor for availability and also for a “frozen task”,
where the task is running but not performing. Even if the server or server
component is running, a check is performed to ensure it is actually providing a
service.
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e A A A | e N A A [ = ¢ s A A A A = e e
@ Graphs ¥ % Replication @ Mail Routing @ Performance @ DB Monitoring —
Pl lSelvel 2 of 17 : Domino server task monitoring configuration.
’ s ing |Retry F Alert Threshol Alert Threshold Trigger this Trigger this | Trigger this | Trigger this s istribution List f Domino Tasks|
i |Frequency if Device is during Bus. Business Hours during Off  |Alert if Domingd Alert if Networl Alert if Alert if Ee"'e' Jated to thi L [ i
¢ | (minute) Down (min) Hours (min) Hours (min) is Down is Down Domino is Up|Network is Up| ='T0's related to this servpr) o o niguration

7 1 3 08:00->18:00 on MTWTF-- 53 Default Default Default Default

c 1 E
Task scanning configuration for GSXLNOO1/GSX (GSXLNOO1/GSX)

0NN 10-0N ~v hATHITE. [aypegy (RPN

Not Set
Not Set

¥ PickList | [] Default Selected | 1) Dlear Selected 3] Clearall | nosel
= = Not Set
o Retries Alerts Alerts Freeze Run Maximum Idle task status
Task name Search string before alert| (down) |(back up)| d i f busy time tai | EO: ge:
ot Sel

Select a list of tasks to monitor

Server name

‘Tesﬂ ‘ @

Tasks started on server Tasks monitored

AdminP (&dmin Process) Add > AdminP

Amar (Agent Manager) Directory Indexer

CalConn (Calendar Connector]
Directory Indexer [Directory Indexer] fencrel

Event [Event Monitor)

Process Monitor (Process Monitor)

Replica (Replicator)

Rooms and Resources Manager (Rooms and Resources
Router (Router)

Sched (Schedule Manager)

Update (Indexer)

EEEEEEEEEEEEER

OO0O0O000O000C00000O

Task scanning configuration for GSXLNOO6,/GSX (GSXLNDO6/GSX)

'G' Pick List D Default Selected 3) Clear Selected 3) Clear Al IAIelt launched if task back on line (after not responding or not found). l

Task name S Retries Alerts Alerts Freeze Run Maximum Idle task status
before alert| [down) |(back up)| detection| frequency | busy time contains
1V AdminP Admin Process : 2 Default  Default L] 2 30 Ide
(V] Amar Agent Manager: Executive 1" 2 Default Default v 3 30 Idle
[V]BESV2x  BES: : 2 Default  Default [ 3 30 Ide
[v] Billing Billing 2 Defaut  Default (] 2 30 Ide
4 Sched Schedule Manager 2 Default Default €2 2 30 Idle
vWEB WEEB Retriever: |dle Task 2 Default Default 2 30 Idle

Il

I
I

1Ll

OO

[ OK ][ Cancel ]
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This alert provides scanning and performance metrics on clusters of Domino
servers.

LIAPNS ¥ wy™W KEplicauon .y Mall Kouung (1§ Perormance [q)) US mMonmoring

srver 1 of 17 : Clusters definition &nd configuration

Retry F Alert Threshol: Alert Threshold Trigger this Trigger this | Trigger this
if Device is during Bus. Business Hours during Off  (Alert if Domind Alert if Network|  Alert il
Down (min) Hours (min] Hours [min) is Down i

001/G5X ™

Down Domino is Up|Network is

Server
Up Erors |

|_] AddCluster 2 Del Cluster
006/GSX (1
000/GSX Business/0ff Hours Alerts on cluster status
002/GSX cl Al Scanning Retry Interval |Alert Threshold| Alert Threshold|
003/GSX uster Alias Frequency [min) (min) during Bus. Business Hours during Off Down Back Up
004/G5SX Hours (min) Hours (min)
005/GSX E@E! i 5 1 1 08:00->18:00 on MTWTF-- 60 Default Default
007/GSX
008/GSX
009/GSX
55/GSX
BB/GSX
777/G5X
Dev/GSX
ST/GSK

< >

When a server is identified as part of a cluster, GSX Monitor performs the
following activities:

e Ensures at least one server in the cluster is available. If not, a special alert is
issued unless all servers in the cluster have entered a maintenance window.

e Utilizes the same parameters for scanning frequency, retry interval, and
alerting for all of the cluster members.

e Scans all servers in a cluster as a group.

* Generates availability statistics and reports on the overall availability of the
cluster.

This alert can differentiate between critical or non critical errors detected by a log
scan. Many customers use GSX Monitor to scan their logs and search for and
retrieve information to assist them in proactively managing their collaborative
environment. The Domino, Domlog, and AgentLog contain a lot of information
and, depending on the size and complexity of the environment, can take time to
review. You can set alerts on critical keywords, for example “unauthorized
access”, that will generate an alert when this keyword is found. This ensures
administrators react in a timely manner to any critical situations that occur.
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€7) Main view  §6) Server Settings. & statistics @ Graphs ¥ R Replication 4@) Mail Routing @ Performance @ DB Monitoring —E

= 0a 2 il es O 7 [Server1 of17:
Domino Domino Server - I Scanning Option T Critical Errors {Case i Non Critical Errors
@ e Home (eor Domino Server ; - e .
z GSXLNO02/GSX) og settings Keywords to look for ontiing Keywords to look for
& Mail |GSXLNOOG/GSX  GSKLNOOB/GSX | I Standard Configuration  NIF ; Error [ 1 1
() Gateway 1 GSXLNODI/GSX GSXLNOOT/GSX 30min Standard Configuiation NI  Eror; Disabled  CORAUPT JNVALID £R  Total eors: Oror p
& [azer azer 30 min Standard Configuration  NIF : Error Dissbled  CORRUPT INVALID £R  Totalenars: OEorp  Disabled
L, L Log Scanning Settings | [__|GSXLNDDB/GSX (1 GSXLNOOB/GSX (1) 30min Standard Configuration  NIF  Error Disabled  CORRUPT INVALID R Totalerrors: 0:rrorp _ Disabled
o5 [ |GSKLNDDD/GSX  GSXLNOOO/GSK 0 min Standard Configuration  NIF ; Enor Disabled  CORRUPT INVALID £R  Total emors: OErorp  Disabled
. GSXLNO02/GSX GSXLNOD2/GSX gelidllanact 20 min______Cta ndad Confioncabion _MIE Feac ______________________Niczblad ___CORRLIDT INVALID ER Total erors: 0:Emor p  Disabled
ot :°'"'°|9 [ [ Vet R NN Ve 17edll Configuration of profile Default (L3 INVALID ER  Total enors: OEnorp  Disabled
S Agent : : ;
— ;:’f:}msho] — ggimgg;ﬁgg: ggimgggfggi This Alert configuration screen is common to the whole software. When an alett condition is met, Monitor triggers the selected alett Emﬁﬂg EEE 12:} ::z:z gg:z;; g:z:::::

2, Mainenance GSKLNOD7/G5K GSRLND07/G5K Profile. Move Available alerts to the Profile details in order to use them for this profile. INVALID ER  Total eors: 0 rrorp  Disabled

Profile Configuration

[ |GSKLNODB/GSK  GSXLNOOB/GSK ANVALID ER  Totalenors: OEnorp  Disabled

&) BlackB: — o
) BlackBery GSXLNODS/GSX  |GSKLNO03/GSK | Profie: [ EE I ANVALID £R  Total errors: OErorp  Disabled

1‘-9“?"”'”9 [ | GSXLNS5/GSX GSXLNE5/GSX ) ; i } - ANVALID ER Totalenors: OEmorp  Disabled

O [l o | s Yo can e na P e s N T TS PUSS 11211 5 O ol s O£ S

W Log [ClBsxiNzzz/esx  GsxiNTrz/ask | fie 58 S A e e 4 ANVALID ER  Totalenors: DEnorp  Disabled

9, Maintenance [ |GSXLNDev/GSX  GSXLNDev/GSX | — = JANVALID ER  Total enors: OEnorp  Disabled
() SameTine [ |GSXINST/GSX  |GSXLNST/GSX 2 JrEj"'ﬂA'dd‘ - &8 JE'"ES (o Lt efageadgonnet ANVALID £R  Total errors: OEorp  Disabled
s =) Addtional Lis %] Default List: efizgerald@gst net

22 Scanning [Z) Use Server Settings' List ) Scheduler is disabled

Maintenance =5 P

This alert is triggered if the pending or dead mail threshold on a server has been
or is about to be reached. All administrators will accept some level of dead mail in
the business environment. The threshold levels set up for this alert are very
specific to each company but the level needs to be monitored for numerous
reasons:

e Increasing levels of pending mail can suggest that there is an issue with mail
routing and the administrator needs to react before it impacts customers.

¢ Pending mail may build up if a destination server is down and unreachable. As
the router recycles in trying to send pending mail, it will delay the routers
response time to sending all mail.

* The larger the volume of dead mail in your mailbox, the less efficient your
mailbox is, making it prone to corruption.

alD& [ s R 7 [Sewver 1 of 17 : Alett tiggered in case of excessive dead mail

Domino Domino Server T Tope
Domino Server Alias

N Name (e.g. I Pending | Pending Dead
7'1 Sct_anmng GSKLNO02/GSX) Formula for Pending Mail Formula for Dead Mail | Threshold |  Alert | Threshold
& Mai B GSXLNDDB/GSX  GOXLNOOB/GSX  Mailboxormuliplemalboxss  RoutingState!='DEAD’  RoutingState=DEAD' 100 Defaut 100 Defaut £}
y [ |GSXLNDO1/GSX | GSXLNOOT/GSX Mail box or multiple mailboxes Routi I="DEAD" Routi ='DEAD' 100 Default 100 Default
£ Rataman 7 avar avar Mail haw ar multinla mailhoves i 1="NFan" i ="NFan' nn Nafanlk nn Nafanlt

This alert is triggered if the disk space on the server has reached or is about to
reach a predefined threshold. Sufficient disk space is critical to the efficient
running of any system. However, email specifically has the unexpected capacity
to rapidly increase in size in a very short period of time. If the shortage of disk
space becomes critical, it could have a serious impact on the availability of your
service.

Availability and capacity planning administrators and infrastructure managers
need to be alerted on disk space utilization and free space on their servers. If
either of these exceeds a predefined threshold, they need to be notified
immediately. With GSX Monitor you can configure your disk space alerts to suit
your organizational requirements by setting specific thresholds for either free disk
space available or disk space currently used at both megabyte (MB) level and
percentage level.
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f’) Main View @ Server Settings @ Statistics @ Graphs ¥ :;‘c\ Replication ((—;) Mail Routing @ Performance @ DB Monitoring

@ [ ¢ 2 ‘g| ZL @ = 5 15 9 8 O [Server1of 17: Disk space threshold configuration

Domino Domino Server Name 2 N , N
z i (e.g. GSXLND02/GSX) Domino Server Alias Configuration
~ GSXLNOOB/GSX GSXLNOOB/GSX Default Data Disk 500MB
@ Mail [ | GSXLNDD1 /G5 GSXLNOOT e ATV
() Gateway 1 | |azer azer Disk Space Configuration
—rp—— | |GSXLNOOB/GSX (1) GSXLNOOE, . -
= % Log Scanning Settings | ] GSXLNO00/GSK GSXLNG00. Disk. ‘Space Threshold Configuration
O Log | |GSXLNOD2/GSX GSXLNOD2Y O Disabled
. Domlo | |GSXLNOO3/GSX GSXLN0O3, No threshold is set and no alerts will be sent.
e g | |GSXLNOD4/GSX GSXLNOD4,
\& Agentlog | |GSXLNODS/GSX GSKLNOOSY (O Data Disk n MB | l in l
- D'SF pacejlesiod] Y ggit:gg;ﬁggﬁ ggik:gg; A threshold is set only on the disk where the Domino's data directory
— I Alerts will be sent if the amount of free space on this disk goes below the threshold.
@) BlackBeny | |GSXLNODS/GSX GSXLNOO0S,
2 Scanring | |GSXLNE5/GSX GSXLN55/
- | |GSXLNEB/GSX GSXLNEE/ o = = -
) Mai [ |GsxiNT77/aSY Goxnzr7]  ©@AnDisks A ©OnMe[ 5035 Oinx|
& Log | |GSXLNDev/GSX GSKLNDe: A !hreshold is set f.m any disk found on the Domino server. )
e\ Maintenance GSXLNST/GSY GSXLNST/ Alerts will be sent if the amount of free space on any of the servers disks goes below
X the threshold.
Q} SameTime
52 Scanning (O Custom
2, Maintenance A threshold is set for the selected disks.
! URL Alerts will be sent if the amount of free space on any of the selected server disks goes
5% Scanning below the threshold.
'_\y' i} Maintenance List of disks: Refresh m
7 Port T =
r 5 . . Percent: Disk
52 Scanning | | Disk Size (in MB) | Free (in MB]I Free . Threshold
2, Maintenance
9 Exchange

Under Mail Routing you can set up mail routing probes to monitor mail routing
between server A and Server B. You can also set expected Service Level
Agreements (SLAs) for routing time between both points and use echo points for
external destination points. If your SLA is breached, you can set up alert
notifications, using the standard profiles or specifically defined ones, to alert
administrators or service managers that mail routing is up or down.
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@ Main View @ Server Settings @ Statistics @ Graphs ¥ % Replication (g’ Mail Routing @ Performance @ DB Monitoring
DB = 8z e

Configuration

Probe Name Source Server Target Server(s) Advanced Settings

2 192.168.1.5 [SMTP) GSXLNODB/GSX (DO Find key in "Subject” field

Configuration of profile Default =

This Alert configuration screen is common to the whole software. When an alert condition is met, Monitor triggers the selected alert
Profile. Move Available alerts to the Profile details in order to use them for this profile.

Profile Configuration

efitzgerald@gsx.net

Profile : [Default v‘ [ New ] Rename
List of Available Alerts : Profile Details :
Here are the alerts you can use in a Profile. Here are the alerts tiggered for the Profile above, in case a
They are not selected yet | threshold is reached.
=) Email =1 Email
[£] Additional List [£] Default List: efitzgerald@gsx.net
E‘I Use Server Settings' List 1) Scheduler is disabled
=) Pagers
g Support Pager: send to GXHelp@GSX.NET
< ) Programs
=) Sounds
: System Beep: System Beep
WED i) I;'“;p-Up Message
Injection Date: Timy (2 SNMP ly Used
@ 24/07/200917:37.05  n/ i -
@ 24/06/200916:06:06 g g" s?‘f"‘? dabled
B 24/08/200916:0512  n/ b= EB’"'I" 1S Clsabe LMR0I0624-b6 a1 d.
scalation is disabled
4 24/06/2009 16:03:12 0 MROI0624-28754,
4 24/06/2009 16:01:12 0 XMR090624-862b4.
4 24/06/2009 15:59:12 0 MR 090624-2c53c.
4 24/06/20091557:11 0 MR 090624-ac8f1..
4 24/06/200915:55:11 of |¢ | IE] XMR090624-0ea21.
4 24/06/2009 155311 0 - MR 090624-96fc7..
V4 24/06/20091551:10 0 oY 4 L2 E<MR0I0624-9d847.
4 24/06/2009 15:43:10 0 MR 090624-0aade.
4 24/06/2009 15:47:10 0 I OK l [ Cancel ] MRO90624-94cEe.
1 24/06/2009 15:45:10 0 ciany T G oXMA030624-53cf3.

This alert is triggered if GSX Monitor is unable to process a replication report.
This indicates an access or availability issue on the replication server or issues
with the overall replication process.
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6) Main View @ Server Settings @ Statistics @ Graphs ¥ t o Replication @ Mail Routing @3 Performal

Configuration 1 of 1: Replication back up alert.
Global settings

! [Y]Enable Report generation time [Every1 day |E] Send report to Iefitzgerald@gsx.nel

Replication settings
D 2 | B4 O @ lh 5 & ¥ Number of databases monitored for replication: 1 /1

Master server
GSKLNOOB/GSK

Database title
Base temporaire

Database name
Basetemp.nsf

Alert Down| Alert Up
Replication  Replication

Cycle time
Every 1 day

Configuration of profile Replication Alerts

This Alert configuration screen is common to the whole software. When an alert condition is met, Monitor triggers the selected alert
Profile. Move Available alerts to the Profile details in order to use them for this profile.

Profile Configuration
Profile : IFlepIicationAIerts vl[ New ][ Rename ][ Delete ]

List of Available Alerts :
—| Here are the alerts you can use in a Profile.
................... They are not selected yet |

i T

Profile Details :
Here are the alerts triggered for the Profile above, in case a
threshold is reached.

This alert is indicates if the Sametime Domino server is up and running.

:b Main View go! Server Settings o Statistics @ Graphs ¥ % icati @ Mail ing @ Performance @ DB Monitoring

= D " 2l 2l @ ‘§| @ ByYy ,;) [Server1 of 1: Alert triggered in case of Lotus Instant Messanging & Web Conference encountered some problems.

@ Domino = . Alert
: ; Internet host name requency | Timeout | Threshold .
; Scénnlng ), Cer T T during Bl!*- Business Hours
@ Mail Hours (min)] Up Up
@ Gateway 1 gszdemo.gs.net 1 08:00-> 18:00 on MTWT 61  Business £ Default Default Default
() Gateway 2

4> Log Scanning Settings
“w Disk Space Threshold
9, Maintenance

@) BlackBeny
22 Scanning
() Mail
'\ Log
9, Maintenance

I(5ameTime
2 Scanning
2, Maintenance

@ URL
22 Scanning
L2 VRN

This alert indicates if the Sametime server is reachable via ping. It is a similar
alert to the Domino Network Down/Up alert. See Domino Network Down/Domino

Network Up.
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This alert indicates if the Sametime service on the Sametime server is up and
running. You can also set up a specific alerting profile if required.

] Sametime services alerts

*r | Trigger this Alert if| Trigger this Alert if
a Service is Down| a Service is Up

‘Default £ Default

This alert indicates if the cluster that contains the Sametime server is available. It
is a similar alert to the Domino Cluster Down/Up alert. See Domino Cluster
Down/Domino Cluster Up.

This alert is triggered when a company URL is unavailable. Many companies
depend on business critical applications that are accessed via a browser whether
internal customer facing or external customer facing, such as a Web Site. With
GSX Monitor you can set scanning and alerts in your business critical web sites
to ensure their availability and define whether or not they meet your internally or
externally set expectations. You can also set authentication settings for servers
that require authentication via a popup window.

i oo o

o View Preferences Reports  Help Mail Routing o Qo Qo Qo |Performance @1 (o (o |DB Moni
ﬁ) Main View @ Server Settings @ Statistics @ Graphs ¥ @ Replication 6) Mail Routing @ Performance @ DB Monitoring
= Dazgdz@a=mhey e p [Server 1 of 1 : Advanced URL Setings
Domino Scanning Retry Frequency LA |Alert Threshold
2 Scanning URL Location URL Alias Frequency| Advanced if Device is | threshold | during Bus. Business Hours f
~ (minute) Down (min) Hours (min) Hours (min)
g z::ewaﬂ WA, gSE. net 5  NoAuth. IE pro 1 08:00-> 18:00 on MTWTF- 60  Default Default
:_J Gateway 2
# & Log Scanning Settings
R Maintenance Authentication Settings | Proxy Settings
L_I_] BlackBery
2 Scanning Authentication type: No authentication v
£ Mail No authentication
)
W Log
R Maintenance
() SameTime
S8 Scanning
S\ Maintenance
@ URL
2 Scanning
2 Maintenance
- Pat
22 Scanning
9, Maintenance
29 Exchange
P Crannina
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This alert is triggered when a Blackberry Enterprise Server (BES) is unavailable.
You can choose the BES components that you want to monitor and if at least one
of these components are down, the BES is considered down.

BES Advanced Settings for GSXLNTEST/GSX 3]

Services | Database | User alerts |

BES modules to monitor on

Version: | EEENEETRETH v |

BlackBeny Messaging Agent [] BlackBerry MailStore Service
BlackBerry Controller BlackBerny Policy service
BlackBery Dispatcher BlackBerny Synchronization service

IP address or host hame
Leave empty if on same machine
[SNMP Service must be started)

BlackBerry Alert service

BlackBerry Attachment service

BlackBery MDS Connection Service
[[] BlackBerry MDS Services (optional)
BlackBerry Router

BlackBerny Administration Services
[[] Administration Service - Application Server Administration Services IP or host name

[] Administration Service - Native Code Container | |

| |
| |
[] BlackBerry Collaboration service | l
| |
| |
| |

Optional BES management Services
[] User Administration Service

[] BlackBerry Monitoring Console Monitoring Services IP address

or host name
[] Monitoring Service - Application Core

[[] Monitoring Service - Data Collection Subsystem

[] Monitoring Service - Polling Engine

SNMP Community [case sensitive - READ required): Ipublic ]

[ oK ][ Cancel ]

This alert is triggered when the BES Server Routing Protocol (SRP) connection is
unavailable. It is critically important to monitor the status of your SRP
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connectivity because, if the current SRP ID for the BlackBerry Enterprise Server is
not running, BlackBerry services are unable to communicate with the BlackBerry

Infrastructure and cannot start.

=2 062 glile=H e =) |Semver 1 of 1 : Alet tiggered in case of connection to SRP host failed.
@ Domino BES Server name . 5 . Re_'llﬁ Frequenc; AI&all_Thl;shnld . 5 Aledll '_lhn:]sfl;ol Liig‘gt_efl;l’éi; ;;iglg_eill;PEli; @ SHPI' & a
2 Scanning (o6 BRI vanced settings | T gwn (min) | Hours (min) ueiness Hours Hours (min) | ie Down | isUp _ |Failure Alert | Back Up Alert
£ Mail SXI 9B odules monitored 08:00 -> 18:00 0 60 Defa Defa Defa Defa
() Gateway 1
() Gateway 2

# \4 Log Scanning Settings
“w Disk Space Threshold
Maintenance
®) BlackBeny
32 Scanning

& Log
2, Maintenance
) SameTime

This alert differentiates between critical or non critical errors detected during a
BES log scan using predefined critical or non critical keywords. These alerts can

then be sent to the profile of your choice.

= 0@ 7 8z 9=n e 2 Eovaiat: —

@ Donino BES Server mamo - - T Scanning Option T Ciftical Errors {Case insesit Tl Hon Critical Evrors TCase
@ Scamning (e.0. GSXLNBES/GSx)| BES Alias (for display only)l \ o\, Log settings | Keywords to look for | Eclede lines Alert || Keywords tolook for | Exciade fnes
@ mai GSXLNTEST/GSY  GEXLNTEST/GSY Default Configwation  ERRORFAIL™ No Re BES Log PEY
B smy1 —

) Goteway 2

# 14 Log Scanning Settings
% Disk Space Threshold

(@) BlackBerry
32 Scanning
() Mail
& Log

Maintenance

() SameTime

@ Scanning

Under Server Settings = Blackberry Log, you can configure GSX Monitor to
search for and report on hung threads. This alert is triggered when a BES thread
has hung and is vital in assisting administrators in identifying potential issues
with routing that may not impact the key services but can cause issues for

specific users.

sitive) Hung
Thread
Alert Alert

Slog Defaut EY
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This alert is triggered if pending messages waiting to be sent by the BES
messaging agent exceed a predefined threshold. It is vital to ensure that
message routing at the BES level is monitored as well as message routing on the
underlying messaging server.

Yy = — ’ F

BES Server name ) ) Pending messages
(e.g. GSXLNBES/GSX) BES Alias (for display only) Threshold Alert

GSHXLNTEST/GSX GSXLNTEST/GSX 1000 Default

This alert is triggered when mail forwarding from your BES server to handhelds
reduces substantially or stops completely. In many environments email,
especially email on BES servers is one of the busiest applications in the IT service
portfolio. While there may be periods of inactivity, it is highly unlikely that these
indicate anything other than negative service disruption. This alert notifies your
administrators that, if this metric does not decrease in a given period of time,
there is a strong indication of problems with service.

No Forwarded Mail Threshold

Threshold Only during
Interval Business Hours

Enabled

Alert
'BES Mail Profiles kY

While all users are important, it is usually management or sales that depend on
Blackberry the most. You can define certain personnel as critical users and set
alerts to trigger if their mail routing pattern does not conform to normal levels.
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=2 062 239 ‘@‘ hBYN O ‘Selveﬂ of 1: Advanced settings.

@ Dorine BES Server name |BES SNMP MIB Location | BES Alias (for | SS2Pning i ey e oy RIe I FrEshald
ix Sc‘.anning (e.g. GSXLNBES/GSX)]| (Host name or IP address)| display only) Fl[?n?:ﬁlne‘iy Advanced settings I:)E::?;i:] ‘:lu‘::::g E::l:'] Bus
‘3 Mail GSXLNTEST/GSX gsxdemo.gsx.net GSXLNTEST/GSX 1 9 BES modules monitored 08:00 -> 1

.’_j Gateway 1
fﬂ Gateway 2 BES Advanced Settings for GSXLNTEST/GSX 5]

4> Log Scanning Settings
e Disk Space Threshold Services | Database | User aletts |
) inte e

All Users va & Critical Users v a

Refresh
\4 Loa
é\ Maintenance
:.D SameTime
2 Scanning
S, Maintenance
@ URL
32 Scanning
2, Maintenance
5 Pt
32 Scanning
2, Maintenance
29 Exchange
32 Scanning
() Mail
“# Disk Space Threshold
“\ Maintenance

BlackBerry
32 Scanning
b

Citical users | Non Critical users
Alert if any of these conditions is met

[] Status is lS selections

[[] Less than :] messages are received within
[] Less than [:] messages are sent within
[[] More than [:] pending messages

Alert if error: lDelauIl ‘ [3
]

Alert back to normal: lDe’auIt

Trigger alerts only during server Business Hours

This alert is triggered when a critical user has returned to normal services and is
no longer in a critical status.

This alert is triggered when the performance of a database is reduced. It is very
important to monitor the performance of your business critical databases as it can
have a very negative impact on the business if they become unavailable or do not
respond within an acceptable timeframe.

Just because the server is running does not mean that the service is
available.
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_"3) Main View @ Server Settings @ Statistics @ Graphs ¥ :-14\\ Replication 6) Mail Routing @ Performance @ DB Monitoring
2 8l %N & ﬁ?_g‘: ” P © .,_..| g ‘F figuration 1 of 5: Configuration name:

Performance settings

Configuration name ?':::::.cgy Server name | Database name | Database title View name Urrsar || e e Daily R EEKD RERENE

(seconds) | sending an alert Maintenance Maintenance Maintenance
[ M Sametime Center 10 GSXLNOO1/GSX  stcenter.nsf “Sametime Center  ($Inbox) i i 3 Default “Not Set “Not Set

There are multiple alerts that can be set to monitor the status and performance of
your databases.

= [ Allrules (8)
= Qg ACL Monitoring (0]
3 Audit (0]
3 Automatic (0]
= Bj Database Size (0]
3 Audit (0]
3 Automatic (0)
= {:cg Agent Monitoring (4)
3 Audit (3]
3
= @ Database Usage (4)
3 Audit (4]

You can monitor and receive alerts on the following:

* ACL Monitoring - Monitor and send alerts if changes are made to an ACL
on a database

 Database Size - Monitor a database size

* Agent Monitoring - Monitor any issues agents may have, such as error
generation run for a period of time

* Database Usage - Monitor and generate reports on database usage

This alert is triggered Port Down when a SMTP task is busy and rejecting
sessions. When the connection between GSX Monitor and the port is accepted, a
Port Up alert is sent.

In a working environment monitoring the status of tasks may not be enough. The
task could be up and running, but busy, and reject or delay connections. GSX
Monitor eliminates this issue by simulating an end user and connecting at the
protocol level. The software then interacts with the system by, for example,
performing an LDAP/AD search or sending a SMTP mail.
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o View Preferences Reports  Help Mail Routing Qo0 Qo Qa0 |1

@ Main View §°) Server Settings @ Statistics @ Graphs ¥ 5‘\\ Replication (é) Mail Routing @ Performance @ DB Monitoring
=2 D i 2 él |§‘@l ‘39 lh E 5 o™ ,;)|Server10f3:Portconfiguration

Demino IP address or Host Port Alias (for Link port to Scanning Frequency Port Configurati
&2 Scanning name display only) Domino server (minute) DIEODNgUISHONn
D Mail 192.168.1.26 192.168.1.26 No server link 5 1 Configuration enabled
() Gateway 1 192.168.1.151 1192.168.1.151 ‘No server link 5 1 Configuration enabled
f_j Gateway 2 192.168.1.207 1192.168.1.207 No server link 5 1 Configuration enabled
\4 Log Scanning Settings Configuration for 192.168.1.26
“w# Disk Space Threshold
2, Maintenance | LDAP | SMTP |
(=) _BIackBeny. Enabled
=¥, Scanning
- i ort humber:
£ Mail Port numb 25 }
W Log Alert Down: [Default J E]
2, Maintenance Alert Un: lD fault l [3
Q) SameTime i —
%2 Scanning Retries before alert: 18
R Maintenance From: [GSXMDnitot@gsx.nel l
! !‘IRL To: [Adrnin@gsx.nel }
=%, Scanning

Maintenance Authentication (Uncheck for Anonymous):

“,_\f Port

&2 Scanning

User name: [ monitor ]

Password:

xxxxxxxxxx1 }

9 Exchange
32 Scanning
) Mail
“w# Disk Space Threshold
‘5\ Maintenance

[ Default ][ Test ] [ oK ][ Cancel ]

This alert is triggered when a LDAP Port scan reports an abnormally long delay in
executing a LDAP search. As this identifies any lag in the response time that users
are experiencing, it is an important task in the efficient running of your business.
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SRR AR |§|@l HH Ry o ISewer1of3:Portconfiguration

F)omino IP address or Host Port Alias (for Link port to Scanning Frequency Port Confiourati
=% Scanning name display only) Domino server (minute) O EORIIgURation
2 Mai 192.168.1.28 192.168.1.26 No server ink 5 1 Configuiation enabled
O Gateway 1 192.168.1.151 1192.168.1.151 “No server link 5 1 Configuration enabled
[j Gateway 2 192.168.1.207 1192.168.1.207 No server link 5 1 Configuration enabled
“w Disk Space Threshold
2, Maintenance LDAP | SMTP|
(=) .BlackBeny' Enabled
=%, Scanning
O Mail Port number: [389 I
4 Log Alert Down: |Default | E]
é\ Maintenance Alert Up: IDefauIt I E]
Q) SameTime
& Scanning Retries before alert: 15
"\ Maintenance [] Authentication (Uncheck for Anonymous):
@ URL .
== 5 . User name: I I
cannin:
= K d [E.q. John Doe/GSX)
Maintenance
.=\7‘ Port Password: | |
32 Scanning (Intemet password)
aintenance Enable Search
g;cl';ange' Search for nodes: lU=GS>< I
canning
£ Mail # of nodes with attribute: [obiectCIass=* I
o Disk Space Threshold Timeout on search: Sec
"\ Maintenance Alert if timeout: |Default | E]
[JUse SSL
[ Default ] [ Test ] I oK ] [ Cancel ]

This alert is triggered when your Exchange Windows services or other important
services become unavailable. If at least one of these services is not running, GSX
Monitor assumes that the service is not guaranteed and sends an Exchange
Down alert.

An Exchange Up alert is sent when all the services are running again.
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This alert indicates if the Exchange network is up or down. If GSX Monitor
detects that it is unable to access the server, it will ping the server, on the
hostname you have provided, and try and establish if Exchange or the
network/service is unavailable.

If GSX Monitor fails to access the Exchange server, an Exchange Down alert is
generated. If it then cannot ping the server a Network Down alert is generated.
Both alerts are related to the same disruption in service and one could,
technically, be sufficient. For that reason you can set a global preference to
suppress a server down alert if a network down alert has already been sent. See
the Advanced feature in Alerts.

Advanced

Do not send a "server down' alert if a "network down' alert has been previously sent for the same server.
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This alert provides scanning and performance metrics on clusters of Exchange
servers.
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When a server is identified as part of a cluster, GSX Monitor performs the
following activities:

* Ensures at least one server in the cluster is available. If not, a special alert is
issued unless all servers in the cluster have entered a maintenance
window.

» Utilizes the same parameters for scanning frequency, retry interval, and
alerting for all of the cluster members.

e Scans all servers in a cluster as a group.

* Generates availability statistics and reports on the overall availability of the
cluster.

This alert is triggered if the pending or dead mail threshold on an Exchange
server has been or is about to be reached. All administrators will accept some
level of dead mail in the business environment. The threshold levels set up for
this alert are very specific to each company but the level needs to be monitored
for numerous reasons:

* Increasing levels of pending mail can suggest that there is an issue with mail
routing and the administrator needs to react before it impacts customers.

* Pending mail may build up if a destination server is down and unreachable.
As the router recycles in trying to send pending mail, it will delay the
routers response time to sending all mail.
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* The larger the volume of dead mail in your mailbox, the less efficient your
mailbox is, making it prone to corruption.

o) View Preferences Reports  Help

6) Main View @ Server Settings @ Statistics @ Graphs ¥ :;} Replication (6) Mail Routing é;) Performi

= ] o 2 %l‘g‘@l GOy ,;3‘:Sewer1ofB:ExchangeHostname

F)omino Exchange Host |Exchange Server Alias| Pending Dead
=% Scanning (for display only) Threshold Threshold
() Mail : ;
() Gateway 1 | |gsxdemo.gsx.net 'G35X Exchange 2007 : 50 Default : 100 Default
() Gateway 2 | |gsxdemo.gsx.net Exchange 2003 50 Default 100 Default
& &> Log Scanning Settings ||__|gs#-exc2003 gsx-exc2003 50  Default 100 Default
< . | |bidon bidon 50  Default 100  Default
= Disk Space Thieshld | 1e, a0075erver Exc20075erver 50 Defaul 100 Defaul
€, Maintenance —
E] BlackBerry
&% Scanning
() Mail
W Log
€, Maintenance
'Q) SameTime

&2 Scanning

€, Maintenance
@ URL

&2 Scanning

€, Maintenance
5 Pot

&% Scanning

Sy, Maintenance
29 Exchange

S# Scanning

=] Mail

= Th...L_1a

This alert is triggered if the disk space on the Exchange server has reached or is
about to reach a predefined threshold. Sufficient disk space is critical to the
efficient running of any system. However, email specifically has the unexpected
capacity to rapidly increase in size in a very short period of time. If the shortage
of disk space becomes critical, it could have a serious impact on the availability of
your service.

Availability and capacity planning administrators and infrastructure managers
need to be alerted on disk space utilization and free space on their servers. If
either of these exceeds a predefined threshold, they need to be notified
immediately. With GSX Monitor you can configure your disk space alerts to suit
your organizational requirements by setting specific thresholds for either free disk
space available or disk space currently used at both megabyte (MB) level and
percentage level.
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Exchange Host name

Exchange Alias (for
display only)

Configuration

Disk Space Configuration E]

Disk Space Threshold Configuration
O Disabled

() Any Disks

the threshold.

]gsx exc2007 gsx-exc2007 Default Any Disk 500MB
gsxdemo.gsz.net GSX Exchange 2007 Default Any Disk 500MB
gsxdemo.gsx.net Exchange 2003 Default “Any Disk 500MB
gsx-exc2003 gsx-exc2003 Default Any Disk 500MB
bidon bidon Default “Any Disk 500MB
Exc2007Server Exc2007Server Default Any Disk 500MB

No threshold is set and no alerts will be sent.

©nm[_503] Onz[ 1]

A threshold is set for any disk found on the server.
Alerts will be sent if the amount of free space on any of the servers disks goes below

[ ok

][ Cancel ]
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9 Summary

Reliable communication and collaboration systems are essential to the way
modern businesses function. More and more companies need these systems
available 24/7, 365 days of the year. In today's challenging economy and with IT
budgets constrained, the ability to quickly and efficiently monitor your
environment and measure the performance of your servers and services is the
key to staying ahead of your competitors. It is crucial to ensure the continuous
and efficient operation of these systems and identify potential problems before
they occur.

As all organizations vary in infrastructure and configuration, flexibility in the
monitoring solution is crucial and is one of the main features of GSX Monitor.
This flexibility ensures GSX Monitor can monitor the key components of your
environment that are critical to availability and the service delivery. At the same
time, you can specifically configure GSX Monitor for your organizational
requirements; it’s not just a generic configuration.

The level of detail and the type of alerting required can vary greatly from
company to company. Therefore, flexibility and various options in the following
areas are important:

¢ Checking (scanning interval)

* Prioritization

¢ Method of Notification

*Reminders

*Maintenance, Bank Holidays, and Business hours

The presence of multiple components within a company’s collaborative
environment, such as Email, Wireless, and shared databases makes it vital to
ensure that the method of monitoring and reporting is consistent across the
entire collaboration solution. Not only to ensure consistency of reporting on
quality of service delivery, but also to reduce the overhead associated with
managing your collaboration solution.

Last but not least, remember, it is not enough to report on server availability
alone. Your server may be up and running but if your customers cannot access
the service then your business is not working for you. Without an effective
monitoring solution, you’ll only know there’s a problem when the complaints start
coming through to the support team. Ensure that collaboration servers are
monitored for availability at both the hardware and service provision level.
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10 Tips and Techniques

GSX Monitor provides great flexibility in configuring alerts. You can specify alerts
on thresholds designed to suit your business requirements and to targeted
profiles such as specifying:

* Who gets alerted
* When they get alerted
* How they get alerted

You may, however, want to have one alert profile across all configurations and
this is very easy to achieve using GSX Monitor. Simply copy the profile you want
to apply, select multiple alerts, and paste.

1. Select the profile you want to copy.

1 Trgger this T
Alert if Doming Ale

Defaut Del
2. Select the target alerts where you want to apply the profile.

Alert Threshold Trigger this Trigge
during Off |Alert if Doming Alert if |
Hours [min) is Down isD

59  Business Hour
B0
58
53
59
59
59
59
59
59
59
59
59
59
59
59
59  Default Default
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3. Paste the profile.

Alert Threshold
during Off
Hours [min)

Trigger this
Alert if Domind
is Down

© GSX

Business Hour
Default
Default
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11 About GSX Groupware Solutions

Thank you for your interest in GSX Groupware Solutions. GSX is the leading
provider of monitoring solutions for messaging and communication environments
with more than 500 clients worldwide, including 30% of Fortune 100 companies.

Our clients rely on GSX solutions to monitor their communications infrastructure,
and ensure reliable and continuous services. The GSX solution is the only tool
available that enables you to monitor, and proactively manage all of your
messaging environments through one effective interface.

With a proven track record, GSX solutions offer the most reliable and effective
monitoring solution available today. Our strategic partners include IBM,
Blackberry Alliance, Microsoft, Double Take Software, Bluewave, Lotus Notes User
Group, BMC, and AT&T.

:':: BlaCKBeffy : Microsoft*
Alliance Member e-business software ( ‘ EXChange

For more information, visit www.gsx.com where our resource center contains
FAQs, Case Studies, Podcasts, White Papers and Webinars. You can also

download a fully functional, 60 day evaluation copy of GSX Monitor, GSX Server
Guard, and GSX 360.
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12 Contact Us

Technical Support:

Sales and Licensing Information:

Marketing, business development or partnerships:

Careers and other information:

HEAD OFFICE:

GSX Groupware Solutions
Headquarters

36 Boulevard Helvétique
1207 Geneve

Switzerland

Tel: + 41 22 735 82 40
Fax: +41 22 735 82 45
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NORTH AMERICA:

GSX Groupware Solutions
240 Redtail Road, Suite 14
Orchard Park, NY 14127
Office: +1 310 765 4139
Toll Free: +1 877 894 0961
Fax: +1 781 670 9122

support@gsx.com
sales@gsx.com
feedback@gsx.com

gsx@gsx.com

EUROPE:

GSX Groupware Solutions
SARL

"Le Marina 7"

1545 route nationale 7
06270 Villeneuve-Loubet
France

Tel: +33 49381 1798
Fax: +33 4 93 53 92 33
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