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ABSTRACT

This white paper introduces Dell EMC™ CloudIQ, a free, cloud-based application that
lets you easily monitor, analyze, and troubleshoot your Dell EMC Unity, SC Series,
XtremlO, and PowerMax/VMAX systems from anywhere and at any time. This paper
provides a detailed description of how to use CloudIQ to proactively monitor and
troubleshoot Dell EMC storage systems.
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EXECUTIVE SUMMARY

With our busy dalily lives, it is important to find easier and faster ways to manage storage. With the Dell EMC Unity, SC Series,
XtremlO, and PowerMax/VMAX systems, Dell EMC seeks to simplify the user experience in every possible way. One key aspectis in
providing a simple way to monitor single or multiple Dell EMC Unity, SC Series, XtremlO, and PowerMax/VMAX systems.

CloudIQ is designed to deliver these capabilities to customers:

e Centralized Monitoring of Dell EMC Unity, SC Series, XtremlO, and PowerMax/VMAX systems

e Proactive Health Score to help users identify potential risks in the environment

e Predictive Analytics enabling capacity trending, capacity predictions, and performance troubleshooting for Dell EMC Unity, SC
Series, XtremlO, and PowerMax/VMAX systems

This white paper describes these CloudIQ features that are presented in a consolidated user-friendly interface through any HTML5
browser.

As a Software-as-a-Service solution, CloudIQ delivers frequent, dynamic, non-disruptive content updates for the user. CloudIQ is built
in a secure multi-tenant platform to ensure that each customer tenant is properly isolated and secure from other customers.

Audience

This white paper is intended for Dell EMC customers, partners, and employees who are interested in understanding CloudIQ features
and how to monitor the following Dell EMC storage systems: Dell EMC Unity, SC Series, XtremlO, and PowerMax/VMAX systems.

Terminology

Secure Remote Services (formerly named ESRS) provides the remote connectivity that enables Dell EMC Unity, XtremIO, and
PowerMax/VMAX systems to connect to CloudlQ and to automatically open Service Requests (SRs) for critical issues that arise.
Secure Remote Services allows Dell EMC to securely transfer files, such as logs and dumps, from the systems. There are two types of
Secure Remote Services: Integrated and Centralized.

Integrated Secure Remote Services is embedded in the Dell EMC Unity, XtremlO, and PowerMax/VMAX Element
Managers, and is the recommended configuration providing High Availability (HA) failover of Secure Remote Services from the
Primary Storage processor (SP) to the backup SP. Secure Remote Services communication uses ports 443 and 8443
(HTTPS) and needs unrestricted access to the Global Access Servers (GAS).

Centralized Secure Remote Services connects the system to a Secure Remote Services gateway server installed on a
customer site. Centralized Secure Remote Services does not provide an HA feature. Secure Remote Services Centralized
communication uses ports 443 and 9443 (HTTPS) and needs unrestricted access to the Global Access Servers (GAS).

SupportAssist (or “Phone Home”) provides the remote connectivity that enables Dell EMC SC Series systems to connect to CloudlQ
and to send associated data packets for performance, capacity, and health monitoring. Support Assist allows Dell EMC to securely
transfer files, such as alerts, performance stats, and capacity/configuration information from the systems.

Unisphere — The graphical management interface that is built into Dell EMC systems for configuring, provisioning, and managing the
systems’ features. For Dell EMC Unity, and PowerMax/VMAX, systems, Unisphere connects to CloudlQ via Secure Remote Services;
for SC Series, it connects via SupportAssist.

Web Ul — The graphical management interface for XtremlO storage arrays. Web Ul is part of XMS — XtremlO Management Server,
which connects to CloudIQ via Secure Remote Services.



CloudIQ

CloudIQ is a cloud-native, Software-as-a-Service (SaaS) offering by Dell EMC that provides a simple monitoring interface for an
unlimited number of Dell EMC Unity, SC Series, XtremlO, and PowerMax/VMAX systems. CloudIQ is hosted on Dell EMC infrastructure
which is Highly Available, Fault Tolerant, and guarantees a 4-hour Disaster Recovery SLA.

CloudIQ provides each customer an independent secure portal, and ensures that customers will only be able to see their own
environment by using CloudlQ. Each user can only see those systems in CloudIQ which are part of that user’s site access as defined
in Dell EMC Service Center. Customers register their storage systems with their Site ID (for SC Series systems, a new site ID is
created, named after the system ID, for each SC system selected to be viewed in CloudIQ). CloudIQ enables monitoring and
troubleshooting for Dell EMC Unity, SC Series, XtremlO, and PowerMax/VMAX systems. CloudIQ will maintain 2 years’ worth of
historical data for systems that are actively being monitored.

The discussion below elaborates on the various features and functionality with CloudlQ. Some details will vary by product type. For
specific details per product type, consult Online Help, which is updated with each iteration of CloudIQ.

The Value of CloudIQ to the Customer

e Reduce TCO — Manage from anywhere, increase self-service, and expedite quality resolutions — all at no charge.

o Expedite Time to Value — Get started in minutes with nothing to install or license. New features and capabilities are seamlessly
and non-disruptively provided through CloudIQ.

e Drive Business Value — Deliver higher uptime, increase performance, and perform effective capacity planning.

CloudIQ Requirements
CloudIQ is available to all customers with the following Dell EMC systems:

Min. Remote Support
Product Models Min. Array Code Version Version
All Flash, Hybrid, and/or UnityVSA — . Secure Remote Services
Dell EMC Unity Professional Edition Unity OE 4.1 and later version 3.30
SC Series SC all Flash and SC Hybrid 7.3.1 and later Production version
VMAX 10K, 20K, 40K, 100K, 200K, 400K, Secure Remote Services
PowerMax/VMAX 250F, 450F, 850F, 950F Unisphere 9.0.1.6 and later version 3.28.20.06
PowerMax 2000, 8000
Secure Remote Services
XtremlO X1 and X2 6.2.0 and later version 3.20

The following requirements must be fulfilled:

e Remote Support established and configured for CloudIQ Data Access
e Valid Dell EMC support contract and account which the user will use to access CloudIQ

When these requirements have been met, users can securely connect the system to CloudIQ and start to monitor their Dell EMC Unity,
SC Series, XtremlO, and PowerMax/VMAX systems.



CloudIQ Data Collection

After the Dell EMC Unity, SC Series, PowerMax/VMAX, and XtremlO systems have established connection to CloudIQ, data will be
collected for the Dell EMC storage systems. A Dell

EMC Unity, PowerMax/VMAX, and XtremIO ML E M C

connection is through secure Remote Support. A Dell
SC Series connection is through SupportAssist.

The frequency with which data is updated in CloudIQ
varies, based on the type of information. The following
table shows the types of data and the frequency with

which CloudIQ updates this information: Ul ancess
Browser
Type of Data Sample Update ==
Frequency LaunchPad -

5 Remote Support Support Assist
Alerts 5 minutes Gata Fiows for

. Systems

onnected Via
Performance 5 minutes ol
Capacity 1 hour ""
iiih.

Configuration 1 hour | —
Data Collection Daily < |OUd

Details about CloudlQ’s security measures are available in Appendix A, “CloudlQ Security”. Details about initial Remote Support
configuration and CloudIQ access are available in Appendix B, “Enabling CloudIQ at the System”.

CloudIQ Features
CloudlQ makes it faster and easier to analyze and identify storage issues accurately and intelligently, by delivering:

e Comprehensive monitoring of performance, capacity, system components, configuration, and data protection. CloudIQ also
provides details about Systems, Storage Pools, and Block and File Storage Objects.

e Predictive Analytics that enable intelligent planning and optimization of capacity and performance utilization.

e Comprehensive Proactive Health scores for monitored storage systems. CloudIQ identifies potential issues in the storage
environment and offers practical recommendations based on best practices and risk management.

Comprehensive Monitoring

CloudIQ provides a helpful Overview Page that summarizes the key aspects of the storage environment so that the user can quickly
see what needs to be addressed. These summaries are especially focused on Anomaly Detection, Capacity Predictions and Proactive
Health Score, as discussed below. From here, the user can easily navigate to the areas of interest or the areas requiring attention.

Intelligent Analytics — Anomaly Detection and Capacity Predictions
CloudIQ’s advanced predictive analytics differentiate it from other monitoring and reporting tools.

Performance Anomaly Detection

Using machine learning, CloudlQ analyzes historical performance data to determine the range of acceptable normal behavior and
indicates when a metric is either above or below the range. These norms are used to compare a system’s behavior and performance
abnormalities. This provides timely information about the risk level of the storage systems with insights into conditions and anomalies
affecting performance.

Capacity Trending and Predictions

CloudIQ provides historical trending and future predictions to provide intelligent insight on how capacity is being used, and what future
needs may arise. Since CloudlQ maintains data for a two year period, it effectively means that CloudIQ is tracking information from two
years ago up to present day, and also leverages a learning algorithm to predict when Storage Capacity will become full (Storage Pools
for Unity and SC, Storage Resource Pools for VMAX, and Clusters for XtremIO). Assisting users both with short-term risk mitigation
and longer-term planning.



Proactive Health Score

The Proactive Health Score is another key differentiator for CloudIQ, relative to other monitoring and reporting tools. CloudIQ
proactively monitors the critical areas of each storage system to quickly identify potential issues and provide recommended remediation
solutions. The Health Score is a number ranging from 100 to O, with 100 being a perfect Health Score. The Health Score is based upon

the five categories shown in the table to the left. Some examples
Category Sample Health Checks . . i
of how the Proactive Health checks mitigate risk are:
Physical components with issues,
B | components faul bles. f . o ) _
aulty cables, fans, etc. « Verifying redundant paths providing High Availability from the
£3 | Configuration Non-HA Hosts connections System through the SAN to the Hosts.
o berf CPU at high utilization and Service e Monitoring the capacity and subscription rate of Storage Pools
erformance Processors significantly imbalanced to understand their trend and predicted time to full, to help the
- . Pools that are over-subscribed and administrator avoid a total stoppage of I/O which could result in
=] Capacity . . S .
reaching full capacity application downtime.
e . Recovery Point Objectives not « Data Protection policies that are not being fulfilled — such as
Data Protection meeting natl\(e replication and Recovery Point Objectives that are not being met. Note: At this
snapshot policy

time, the Component and Data Protection categories do not
apply for PowerMax/VMAX systems.

CloudIQ Notification Emails

Mary KIMBALL + ACME CORPORATION

CloudIQ provides an email triggered by any Health Score change in near real-time, so

immediate action can be taken to resolve any issues before they become a data outage alllln.

condition. These emails will bring attention to the specific systems with issues that have ClOUd

been found. In many cases, the user will be notified about issues that commonly go

unnoticed until a complete data outage happens. System Health Change Notification

TUESDAY, MARCH 14, 2018

In this example email, CloudIQ has identified issues with two hosts connected to a Dell
EMC Unity system that are not logged into both SPs of the system. This is a loss of e Score Freweus oo

redundant (HA) paths which could result in a data outage should the remaining path also 94 100
fail. Commonly this condition goes unnoticed as this is not a system failure, but a Host
i . Market Research (FCNCH0972C32F4)
HBA, switch port, or cable failure.
New Issues
By cicking the “Launch CloudIQ” butto, he user can quickly go o Cloud!Q, navigate o | 1177117 EET T T
the system, and view the related details affecting the Health Score. aeteffioer
I.w nech CloudiQ

CloudIQ User Interface

CloudIQ is a cloud-based application, delivered as an HTML5 browser-based user interface which can be reached at
https://cloudig.dellemc.com. When connected to CloudlQ, users can securely view their storage environment.

The illustrations and use cases discussed in this White Paper can be viewed with the online simulator accessible from the following link:
https://CloudlQ.dellemc.com/simulator. In the simulator environment, there are Dell EMC Unity, SC Series, XtremlO, and
PowerMax/VMAX systems that display various level of operations to show the value of CloudIQ. When viewing the simulator, the dates
will be based on the current date the simulator is launched.

As noted above, some features will vary by product type. For specific details per product type, consult Online Help, which is updated
with each iteration of CloudIQ.

Navigating CloudIQ

The menu tree on the left shows the high-level sections of CloudIQ. Each section will display key attributes with sortable columns for a
common and simplified user experience across the CloudIQ GUI.

e Overview — Status view of storage environment
e Systems — Card or List display of all the systems, viewable by Health Scores, Configuration, Capacity, or Performance
e Health Center — List view of each system with the details related to the Health Score


https://cloudiq.dellemc.com/
https://cloudiq.dellemc.com/simulator

e Metrics — Customizable metrics dashboard

e Pools — Aggregate listing of Storage Pools for Unity and SC, and Storage Resource Pools for PowerMax/VMAX

e Hosts — Aggregate listing of all hosts connected to the systems with connectivity, capacity, and performance information
e Settings — The CloudIQ configuration details for your account, User Community, and Customer Support

e Help — Online CloudlQ documentation which is searchable

There is also a Global Search feature to help users quickly find Systems, Hosts, Pools,
LUNs/Volumes, or File Systems. Users can specify a few keywords and get a summarized list of Q search
top matches. From there, users can click an item to access its details or go to an expanded view

with all matches.

What’s New in CloudIQ

CloudIQ is updated frequently to deliver helpful new content to users. New features can be seen by clicking the =3 icon on the top
menu bar.

The “What's New in CloudIQ” window will pop up showing what has changed and
what enhancements have been added. Clicking View All Enhancements will display
a historical list of all the updates. The most recent information will be shown first and
users can scroll down the list to see the monthly evolution of CloudIQ since its introduction. This display can be turned off by sliding the
Don’t show again until the next update button.

=] By 2 marykimbal@acme.com

Some additional key functions are available on the upper right of the menu bar: a EH vbutton to log out (or click on the user email
address), and a 3| dropdown menu to select Online Chat with Customer Service or provide Feedback.

Overview Page

The Overview page provides a consolidated view of the Dell EMC Unity, SC Series, XtremlO, and PowerMax/VMAX storage
environments. This is the highest-level summary of the environment providing users with a roll-up of the key factors to understand the
overall health and operation of the storage systems.

= DLLEMC = CloudlQ Q search B - [ 2L maykimball@acme.com ~
OVERVIEW
SYSTEMS System Health Scores Systems with Performance Anomalies @

2 monitored systems 20f 12 systems

HEALTH CENTER

m m oPS Bandwidth Backend IOPS Latency utilizatior
METRICS 1 1 '] ‘] 1
POOLS 1 6 4 1
HOSTS
SETTINGS
HELP - )
System Connectivity Pools Running out of Space
4 systems total 11 pools tota
@ 9 ° Full Within a week Withinamonth  Within a quarter
1 0 4 1
0 2 12
System Alerts Support
4alerts inthe last 24 hours Personalized support for all of your Dell EMC Storage
o Critical Q Error Waming @ information

[} MyService360 [ sCSupport

0 1 3 0

Overview Help



Selecting Settings provides information about the user account and systems, and users (Team members, Advisors, and Partners) who
have access to this CloudlQ environment and Customer Support information.

Selecting Help provides online help topics with the latest information for CloudIQ.

The Overview page has the following tiles of information:

e System Health Scores — Summarizes the scores of the monitored systems System Health Scores
in the environment. Based on their health score (ranges are Poor 0-73, Fair 2menftored systems
74-94, and Good 95-100), each system is represented by the number below =3
the range. Clicking on the number below each range will display a pop-up
listing each of the systems in that range with the Health Score and a link to 1 6 4 1

the System details.

e Systems with Anomalies — Anomalies are defined as deviations in the
system norms for performance, based on a rolling 3 week period. The Systems with Performance Anomalies @
performance categories monitored are: IOPS, Bandwidth, Backend IOPS, 20f 6 Systems
Block Latency, and Utilization. Clicking on the number below each category
will show the systems and the direction of the anomaly (High or Low).
Selecting a system takes the user to the system’s detailed Performance
graphs.

e System Connectivity — Shows the total systems monitored in CloudIQ, System Connectivity
within three categories:
o Identified systems not configured (®)
o  Systems with lost connectivity (@) ® (2]
o Systems which are successfully connected (O) 5 12

4 systems total

Clicking on the below each category will display the systems corresponding
to that connectivity status and details about both the Remote Support and
CloudIQ connectivity.

e Capacity Reaching Full — Leverages predictive analytics to identify the Pools Running out of Space
Storage Pools running out of space (Unity and SC). Selecting the subtitle pools total
will navigate the user to the aggregate Pool listing. Hovering over the
number under each of the four categories will pop up a list of pools within
that time range: 1 4 1

Within a week Within a month Within a quarter

Full

Within a week (7 days)

Within a month (8 — 30 days)

Within a quarter (31 — 90 days)

Clicking the number will navigate the user to the Pool listing, filtered by that time range.

O O O O O

. System Alerts
e System Alerts — Summarizes the alerts that were collected by CloudIQ .

from the monitored storage systems, over the last 24 hours. Selecting the
subtitle “x alerts in the past 24 hours” will show a filtered list of alerts, across
all severity levels, from the last 24 hours. Selecting the number below each L 3
alert severity will further filter the view to display alerts in that severity level

only.

4 alerts in the last 24 hours

e Support - Link to MyService360 for Dell EMC Unity, XtremlO, and Support
PowerMax/VMAX, and SC Support for Dell SC Series for a cloud-based
dashboard with service insights for managed systems.

Personalized support for all of your Dell EMC Storage

Z MyService360 z SC Support

For PowerMax, VMAX, XtremlO
and Unity Systems

10



Systems — Summary

The Systems views display all systems across all products in a single view. Users can select from
multiple views including Health Score, Configuration, Capacity, and Performance using the View by
drop-down menu.

DYLEMC |~ CloudiQ

OVERVIEW YV Refne | 12 Systems

SYSTEMS

@ Testoev HR_Remote Remote DC Disaster Recover
HEALTH CENTER UnityVSA | FONCHD972C32F3 VMAX950F | 000296800647 SC5020F | 92252 UNITY 400 | FCNCH0972C32

METRICS Heaith Score Issues Health Score Issues Healih Score Issues Health Score Is|

1 4 2
/0

POOR eEosoeo eE g so@Q e esoeo e osoo
v v @ v v - v - v v v v P
SETTINGS
HELP
Finance Market Research ERP Remote @ Production
PowerMax_2000 | 000197900049 UNITY 500F | FCNCHO972C32F4 X2-T| SI000174657731 UNITY 650F | FCNCH0972C32F1
Health Score Issues Health Score Issues Health Score Issues Heaith Score lssues

100

S BE B SO BEeosoo oo EBdS DO
- v - v o v N N
@ Business Analytics Software_Dev @ Prod with iCDM @ ERP Production
SC7020F | 95148 VMAX-1SE | 000194900732 X1 $I000174657100 X2-R | S1000174657444
Heaith Score Issues Health Score |ssues Health Score Issues Health Score Issues

0 0 0 0
100) - .. (oo 100

00D GooD Qs 0 GooD E @S o9
v v

«
B8
)
&3]
({0
8
R

Systems Help

The Card view, shown above, is the default view when reaching this page. Users can alternatively choose the List view, by selecting
the icon to the right of the View by drop-down box. For large environments, the list view may be more useful because it allows the user
to sort columns.

B - @y 2 marykimball@acme.com ~

= DLLEMC @ CloudlQ

OVERVIEW Y Refine | 12 Systems Viewby HEALTH SCORE v B B3}
SYSTEMS
R ~Health  System Serial Number Model Components Configuration Capacity Performance Data Protection
Score
HEALTH CENTER
@ Test_Dev FCNCH0972C32F3 UnityVSA v v -30 v v
METRICS )
HR_Remote 000296800647 VMAX950F = v -
Product
OO » SC Series
Remote DC 92252 SC8020F v v v
» () Unity
HOSTS
Do) Disaster Recovery ~ FCNCHO972C32F2  UNITY 400 v v v
» XtremlO
SETTINGS
Health Score Finance 000197900049 PowerMax_2000 - v v -
HELP (oo
MarketResearch ~ FCNCH0972C32F4  UNITY 500F i v v v
ERP Remote 1000174657731 x2T v v v v
Site
Ente @ Production FONCHO972C32F1  UNITY 650F v v v v v
Locaticn @ Business Analytics 95148 SC7020F v v v v v
Software_Dev 000194900732 VMAX-1SE = v v v -
Storage System Code
Upgrade Available @ Prod with iCDM 1000174657100 X1 v v v v v
@ ERP Production 1000174657444 X2R & v & v v
Systemns Help

Note: If the List view is selected, this will become the new default multi-system view until the user logs out or changes back to the
Card view.
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The Export button is available on each of the pages and will export data across all views to a single csv file.

Users can also refine the Systems lists and card views with several filter settings. In the Systems view, after clicking the "Refine"
button, users can filter the systems shown based on name or serial number, product family and model, health score, site, and location.
The filter settings stay in effect until the user logs out or closes the browser.

Each view provides this information:

e Score — CloudlQ Health Score for system

¢ Name — User-defined name of system

e Model — Specific model of system

e Serial number — Unique serial number for system

Systems Summary — Health Score View
The default view of the Systems page is Health Score, in the Card view, as shown above. This view shows the five categories that are

. . . 0 v (B - .
monitored by CloudlQ; Components (E), Configuration (&4), Capacity (¥%), Performance (W) and Data Protection (@)
information.

Note:  PowerMax/VMAX systems do not currently include health checks in the Components or Data Protection categories, and thus
“—*“will be displayed for these categories for all PowerMax and VMAX systems in CloudIQ.

Each system has a health score (from 100 to 0) which is calculated as 100 minus the issue with the greatest impact of the five
categories. The number in the circle represents the most significant issue that needs to be addressed and drives the Health Score.
Each of the five categories monitored will have either a green check mark, or a negative number. The green check indicates no issues
are present for that category; a negative number represents the number of health points deducted (from 100) for the most impactful
issue in the category. This approach is intended to help the user focus first on the most significant issue for the system, so that the user
can resolve the issue to improve the health score.

DELLEMC  CloudiQ B - (Ey 2 marykimball@acme.com ~

OVERVIEW Y Refine 12 Systems Viewby HEALTHSCORE v = B

SYTEMS Clear Al ERP Remote @ Production @ Business Analytics 2

X2-T| SIQ00174657731 UNITY 650F | FCNCHO972C32F1 SC7020F | 95148
HEALTH CENTER System

Health Score Issues Health Score Issues Health Score Issues

- 1 0 0
.1 (@o0) . ... (oo

P Unit
HOSTS g E o] GOOD GOOD -
»> VMAX

METRICS

(
&

» ([ xtremio
SETTINGS
Health Score

HELP {ooc] Software_Dev @ Prod with iCDM @ ERP Production

VMAX-1SE | 000194900732 X1 S1000174657100 X2-R| SI000174657444

Site

@ & J o B » m

Health Score Issues Health Score Issues Helth Score Issues

— 0 0 0
. (oo) . 100

GOOD a8 e
v v

]
[ (]
=]
[ ()
=]
L&
[ (]
=]
&

Storage System Code

Systems Help

The Health Score range is as follows:

e Good =95- 100 (Green)
e Fair = 74— 94 (Yellow)
e Poor =0-73 (Red)

The System Health Score is displayed in the color that corresponds to the range. Gray coloring indicates a system whose health score
is stale due to data collection issues. When this occurs, users should check the system connectivity.
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Systems Summary — Configuration
This view shows the systems’ Configuration details. The information provided is:

e Version — Software version installed

e Last Contact Time — The last time the system data was sent to CloudIQ
e Location — Location where the system is installed

e Site name — Site with which the system is associated

There will also be an indication when a storage system has a software update available. Clicking the ‘Learn More' link will open a dialog
with summary information and relevant links to support resources.

DZLEMC  CloudiQ Q, Search | - (@ =2 marykimball@acme.com ~

OVERVIEW Y Refine 12 Systems Viewby CONFIGURATION v = B
SYSTEMS
Test_Dev HR_Remote Remote DC Disaster Recovery
HEALTH CENTER UnityVSA | FCNCH0972C32F3 VMAX950F | 000296800647 SC5020F | 92252 UNITY 400 | FCNCH0972C32F2
Version t Contact Time Version Last Contact Time Version Last Contact Time Version Last Contact Time
METRICS Sep 28,2018 Sep 29,2018 Sep 29,2018 Sep 29,2018
4.2.0.9433914 orss P TC) 5977.1125.1125 ot P TC) 731 St P TC) 4.2.0.9433914 oot P UTC)
PooLs Location Location Location Location
< Heopkinton, MA. Heopkinton, MA. Heopkinton, MA. Heopkinton, MA.
Site Site Site Site
ACME Branch Office ACME Branch Office ACME Branch Office ACME Branch Office
SETTINGS
HELP ) X
Finance Market Research ERP Remote @Produchon
PowerMax_2000 | 00 0049 UNITY 500F | FCNCH0972C32F4 X2-T | SI000174657731 UNITY 650F | FCNCH0972C32F
Version Last Contact Time Version Last Contact Time Version Last Contact Time Version Last Contact Time
Sep 29,2018 Sep 29,2018 Sep 29,2018 Sep 29,2018
5978.118.119 oot P TC) 4209433914 00 6.2.0-81 o P Te) 4209433914 P00
Location Location Location Location
Round Rock, TX Round Rock, TX Hopkinton, MA Round Rock, TX
P
{ ot o { o g
Site Site Site Site
- ACME Headquarters ACME Headquarters ACME Branch Office: ACME Headquarters
@Business Analytics Software_Dev @Prod with iCDM @ERP Production
0F | 95148 'VMAX-1SE | 000194900732 X1]81000174657100 X2-R| SI000174657444
Version Last Contact Time Version Last Contact Time Version Last Contact Time Version Last Contact Time
Sep 29,2018 Sep 29,2018 Sep 29,2018 Sep 29,2018
@731 02:41 PM (UTC) 5876.309.401 02:41 PM (UTC) 6.2.0-81 02:40 PM (UTC) 6.2.0-81 02:47 PM (UTC)
Location Location Location Location

Round Rock, TX

o Site
_ ACME Headquarters

Cork Hopkintan, MA Hopkintan, MA
Site Site Site
ACME Headquarters ACME Branch Office ACME Branch Office

Systems Help

Systems Summary — Capacity
This view shows the systems’ Capacity details. The information provided is:

e Usable — Total disk capacity, which is the sum of Used and Free space
e Used — Disk capacity that is allocated to an object, such as a LUN, Volume, or file system
e Free — Disk capacity provisioned to a storage pool but not yet allocated to an object, such as a LUN, Volume or file system

e Provisioned — Total capacity visible to hosts attached to this system
e Efficiency Savings — corresponds to the Logical Capacity Guarantee stated for Dell EMC Unity All-Flash systems.
Overall Efficiency — System-level storage efficiency ratio, based on the combined savings ratios below
Thin — Ratio of Thin provisioned objects on the system
Snapshots — Ratio of snapshots on the system
Data Reduction — Ratio of data that has data reduction applied (using Compression and/or Deduplication)

Note:  For Dell EMC Unity systems running version 4.3 and later and SC Series running version 7.3, Data Reduction includes
Compression and/or Deduplication.
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XtremlO systems combine Thin and Copy into a single savings value.

DZLLEMC ~ CloudIQ Q search B - (@ 2 marykimball@acme.com ~

OVERVIEW Y Refine | 12 Systems Viewby CAPACITY viE B
SYSTEMS
@Test,Dev HR_Remote Remote DC Disaster Recovery
HEALTH CENTER UnityVSA | FCNCH0972C32F3 VMAX950F | 000296800647 SCS020F | 92252 UNITY 400 | FCNCH0972C32F2
CAPACITY | Used 138718 CAPACITY | Used 18.6 TB CAPACITY | Used 15978 CAPACITY | Used 68.5TB
EEDOE Free 1378 Free 41978 Free 26278 Free 53178
Provisioned - Provisioned 492178 Provisioned 58278
POOLS
A N1 A
15,7 60.5% § s 427w ) sonee 121.605 ) soinge
HOSTS veatle S21ngs data s avalae for veatle Overall Efficiency ~ 12.1:1 veable Overall Efficiency ~~ 31.6:1 veable Overall Efficiency 851
Physical Unity Systems with
version 4.1 and above. Thin 181 Thin 331 Thin 181
Snapshots 1231 Snapshots 2281 Snapshots 1231
SETTINGS Data Reduction 131 Data Reduction 271 Data Reduction 131
HELP X
Finance Market Research ERP Remote Production
PowerMax_2000 | 000197900049 UNITY 500F | FCNCHOS72C32F4 X271 5100017465731 UNITY 650F | FCNCH0$72C32F1
CAPACITY | Used 103718 CAPACITY | Used 259TB CAPACITY | Used 4378 CAPACITY | Used 55378
Free 46178 Free 38178 Free 1B Free 21578
Provisioned - Provisioned 341718 Provisioned 518 TB Provisioned 72478
A A =
56.4% || s 64 Soings 54, Sovings
Usabl Usabl Usabl ;
esle Overall Efficiency 10,11 esle Overall Efficiency ~ 13:2:1 esole Savings Overall Efficiency ~ 13.1:1
Overall Efficiency  12.0:1
Thin 152 Thin 181 Thin 181
Snapshots 16311 Snapshots 1411 Thin and Copy 11 Snapshots 15711
Data Reduction 121 Data Reduction 1.6 Data Reduction 221 Data Reduction 201
@ Business Analytics Software_Dev @ Prod with icom @ ERP Production
SC7020F| 95148 VMAX-1SE | 000194900732 X1151000174657100 X2RSI000174657444
CAPACITY | Used 21.9TB CAPACITY | Used 208TB CAPACITY | Used 87718 CAPACITY | Used 17278
Free 69.3TB Free 200718 Free 4778 Free 74TB
\ Provisioned 529.2TB Provisioned 25PB Provisioned 23PB
a ¢ 1 -
91.2% Savings 40.8+ 34+ 246+
Usable Overall ENficncy 2471 Usable Eﬂlrﬂenq data is available for Usable Savings Usable Savings
VMAX 3 systems and sbove Overall Effciency 301 Overall Efficiency 14
Thin 331
Snapshots 2281 Thin and Copy 451 Thin and Capy 131
Data Reduction 231 Data Reduction 211 Data Reduction 231
‘Systems Help

Systems Summary — Performance
This view shows the systems’ Performance details. The information provided is:

e  Metric averages over the last 24 hours:
o IOPS -1/O requests per second
o Bandwidth — System bandwidth
o Utilization — SP Utilization for Dell EMC Unity, Controller Utilization for SC Series, XtremlO: average Controller (XEnv)
CPU Utilization
o Latency — Time required for a packet to travel from the host to the object. (LUNs for Dell EMC Unity and Volumes for SC
Series)
e Performance Trend graph — IOPS over the past 24 hours with a data point on every update (varies slightly per product type, as
noted above).
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DELEMC | CloudiQ

OVERVIEW
SYSTEMS

HEALTH CENTER

Y Refine

12 Systems

Test_Dev
UnityVSA | FCNCHO972C32F3

HR_Remote
VMAX950F | 000296800647

Remote DC

SC5020F | 92252

Q search

Disaster Recovery
UNITY 400 | FCNCH0972C32F2

ErRics 10PS (past 24 hrs) Banawictn 391 MBps IOPS (past 24 hrs) Bandwidth  30.7 IOPS (past 24 hrs) Bandwidth 281.8 MBps IOPS (past 24 hrs) Bandwicth 1927 MBps
591 oes SP A Utilization 19% 3555 oS System Latency 1.6 49 oFs Controller A Utilization 19% 1 ‘I 46 10Ps SP AUtilization 70%

'SP B Utilization 8% Controller B Utilization 29% SP B Utilization 46%
oot LUNLatency 5522 ps Volume Latency 1376 s LUNLatency 1,062 ps
HOSTS
SETTINGS
HELP ) .

Finance Market Research ERP Remote Production
PowerMax_2000 | 000197900049 UNITY 500F | FCNCH0972032F4 X2T 5100017465731 UNITY 650F | FCNCHO972632F1
10PS (past 24 hrs) Banawidtn  30.7 IOPS (past 24 hrs) Banawicth  453.9 MBps IOPS (past 24 hrs) Banawidtn 1.0 GBps IOPS (past 24 hrs) Banawicth  663.2 MBps

355 5 ops System Latency 1.6 24 2 10Ps SP A Utilization 17% 65k\C:S CPU Utilization 20% 71 9 10Ps SP AUtilization 45.2%
. - N SP B Utilization 23% Volume Latency 0.8 ms ° N SP B Utilization 53.4%
LUN Latency 646 ps LUN Latency 853.9ps
@ Business Analytics Software_Dev @ Prod with icom ERP Production

SC7020F | 95148

10PS (past 24 hrs)

4.9 0ps

Bandwidth 281.8 MBps
Controller A Utilization 19%
Controller B Utilization 29%

Volume Latency 1376 ps

VMAX-1SE | 000194900732

I0PS (past 24 hrs)

126.9 ors

Bandwidth 12582912
System Latency 3.7

X1151000174657100

I0PS (past 24 hrs)

90K iors

Bandwidth 2.5 GBps
CPU Utilzation  50%
Volume Latency 0.8 ms

X2-RISI000174657444

I0PS (past 24 hrs)

15K s

Bandwidth 3.0 GBps
CPU Utilization  40%
Volume Latency 0.8 ms

Systems Help

CloudIQ offers the additional feature of enabling the user to select multiple systems (up to 10) to compare performance metrics. The
user can simply click the checkbox to select the systems to compare, and then click the Compare Metrics button.

In the Card view, the checkbox is in the upper right corner of each card, and in the List view, the checkbox is in the rightmost column.
The “Compare Metrics” button only appears on the GUI after you have chosen more than 1 system.
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System Details

Within the System page of CloudIQ, there are detailed views of any individual system monitored by CloudIQ. Selecting any system
from any summary view will show a tab view of that system for Health Score, Configuration, Capacity, and Performance. The content
across product types is generally common, but there will be some differences in the layout and the terminology from product to product.

In the upper right is a link to “Launch Unisphere”. Selecting this will open the Unisphere element manager for this system (Web Ul for

XtremlO).

System Details — Health Score

This tab shows the details for a selected
system driving the health score number. In this
example there are three issues, two in the
Configuration category and one in the Capacity
category. Selecting the category and then
selecting one of the issues will display a
recommended resolution.

This view also provides any other issues that
are found in any of the categories:

e Components

e Configuration

e Capacity

e Performance

e Data Protection.

& Disaster Recovery 7 LaunicH nisereRe

A Health Score

[J Configuration & Capacity [ Performance

Capacity Is the top health check category impacting Disaster Recovery's health score.

Health Issues

subseribed and

Data Protection

Health Score History

Sep 25 20:10 - Sep 30 20:10 “« »

Note:

As noted above, PowerMax/VMAX systems do not currently include health checks in the Components or Data Protection
categories, and thus “—* will be displayed for these categories for all PowerMax and VMAX systems in CloudIQ.

Scrolling down in this view shows a historical time line and calendar options. This graph displays the historical trend of the health score
and details of any issue(s) over the displayed range of time.

Health Score History

Selecting any of the issues listed to the right of graph will mark the change on the time-
line and a summary of the active issues will be displayed. Viewing across a longer-term
time range can be helpful in identifying recurring issues in the environment.

[& ~]:[i§ A7 w[[00 v -
Feb 2018 Mar 2018
SuMo TuWe Th Fr S3 Su Mo Tu We Th Fr Sa
Health Score History
1 a 12 3
T8 L : [ERCEEEY | Mar 41614 - Mar 9 17.09
12013 14 18 16 7
Mar 7, 2018 414 PAE Health Changes
1B 19 0 21 2 23 u
x® 27 ) -
Health Score Summary on Apr 6, 2018 4:04 AM 3 Mew Issues, 0 Resolved Issues
1 New Issue, 0 Resolved Issues
Active Issues
A0 ” [mew
Capacity - The storage pool Disaster Recovery_Pool2 Is oversubscribed and predicted to run out of space within a manth.
6 [wew
Configuration - Host Remate_ESX1"Is not logged in to both SPs; this host will lose connectivity In the event of fallover
(e
-6

Configuration - Host ‘Remote_ESX2" is not logged in to both 5Ps; this host will lose connectivity in the event of failover.

Selecting the calendar will open a drop-down allowing users to select one of the predefined ranges or enter a custom time range. A
custom view is the default. Selecting any of the dates on the right will present the list of issues for that date. Selecting any line item will

give the remediation.
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System Details — Configuration

This tab shows the details for a selected system indicating the physical and logical components of the system.

e Pools
e Storage
e Drives

e Hosts (Unity) or Servers (SC)

The upper portion of this view provides the system attributes such as Serial Number, Model, Site and Location information, Code
Version, and IP address. Some attributes vary by system type (such as Uptime and Hotfixes which are specific to Unity).

As noted in the discussion about Multi-System views of configuration, there will also be an indication when a storage system has a
software update available. In this single system view, there will also be an indication if the Management Software has an update
available, for supported products (PowerMax/VMAX and XtremlO). Clicking the 'Learn More' link will open a dialog with summary
information and relevant links to support resources.

The Pools tab, for applicable systems (Storage Resource Pools for PowerMax/VMAX), shows various information about the configured
storage pools including Total Size, Used %, Subscription %, Time To Full, and Free. This sort of information helps in understanding the
pools at risk where subscription rate is greater than the total free storage and the Time to Full is predicted within a month.

The Storage (Unity and SC Series), Volumes (XtremlO), or Storage Groups (PowerMax/VMAX) tab shows all the storage objects in
the system:

e Unity: LUNSs, File Systems, VMware VMFS, and VMware NFS

e SC Series: Volumes

e PowerMax/VMAX: Storage Groups

e XtremlO: Volumes

This view can help to determine which specific object is consuming the greatest amount of storage.

The Drives tab, for applicable systems, gives the details on the drives for the given storage system and where they are located in the
system.

The Hosts (Unity, XtremlO, and PowerMax/VMAX) or Servers (SC Series) tab gives the details about the hosts (servers) attached to
this storage system.

Additional tabs vary by product type:

e XtremlO: Consistency Groups
e PowerMax/VMAX: Service Levels
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System Details — Capacity

This tab shows the storage capacity details for a selected system.

e Total Capacity B Disaster Recovery

e Storage Usage _ }
° Drive Type Usage & HealthScore [ Configuration = CaPacity
o Pools Total Capacity
|
The Total Capacity is a - e

53178
10478

breakdown of the raw q
storage: Used, Free, and
Unconfigured Drives (Unity

Savings

Logics 58278

| ved 6858
only). _—
Yy Overall Eficiency 8.5:1 I sropater
| [
Thin 181
. . [l Fie Systems
Savings includes a -
Data Reduction 131

breakdown of the Logical and
Used capacity of the total
storage visible to the hosts,
as well as the Efficiency
Savings explained previously. S

Pools

Hame ree (T8) Used (%)

[ Performance

Storage Usage

31978
146TB
11678

109TB

[} LAUNCH UNISPHERE

Drive Type Usage
L

Y

[ sesFiosh2 2618
SAS Flash 3

| ES
W nusas

16.0TB
156TB
60.0 T8

Storage Usage shows the
consumed capacity of these

categories of storage objects: Block (LUNSs for Dell EMC Unity and Volumes for other products), File (NAS for Dell EMC Unity only),

VMware (VMDK and VMFS), and Snapshots.

Drive Type Usage shows the drive types installed in the system, with configured and unconfigured capacity. Hovering over the rings

will show the details related to that configuration.

Pools lists the configured storage pools on the system. It includes the Free, Used, and Time to Full details for each pool. Selecting a

pool name will redirect the user to the Pool Details page.

System Details — Performance

This tab shows a selected system’s performance
details for all its objects.

B Disaster Recovery

A Health Score £ Configuration

e Block Latency
e IOPS
e Bandwidth

Storage Object Activity

Black Latency

bjuct 24 hour Trend

Storage Object Activity displays Block
Latency, IOPS, and Bandwidth over a 24-hour w
period. The data is sorted from high to low in R _Peos L
order to quickly provide visibility to objects using '
the most resources. Below this object activity
listing is a series of graphs for each of the

system performance metrics over the last 24 hours.

= Capacity

152ms

116 ms

105ms

M Performance

loPs
Objoct
DR_Pool1_LUN1
DR_Poal1_LUNZ
DR_Pooi2_LUN1
DR_Pool2_LUNZ

DR_Pool3_LUN1

[} LAUNCH UNISPHERE

Viewing data from the Last 24 hours

Bandwidth
17KIOPS  DR_Pool1_LUN1
17KI0PS DR Pooi1 LUN2
16kI0PS  DR_Pool2 LUN1
15€I0PS  DR_Pool2_LUN2

11k10PS

DR_Pool3_LUN1

GO TO ALL METRICS =

164.3MBps
1548 MBps
1261 MBps
1261 MBps

116.6 MBps
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Each performance graph shows a 24-hour timeline with an overlay of historic seasonality. On systems that support the Anomaly

Detection feature, any anomalies detected will be displayed — for example, as seen with the red shading in the IOPS and Bandwidth

graphs below. Selecting any point on any of the graphs will display the top five most active storage objects (LUNs for Unity, Volumes for

SC and XtremlO, and Storage Groups for PowerMax/VMAX) over that time period, in the legend to the left.

-23 <"2345

10PS

Click on a point, or drag a region on the graph, to generate a list of the top 5 most active storage objects over that time period.

Metric 2:00 15:00 18:00 21:00 1. Oct 03:00
10PS

Historic Seasonality

Anomaly 2K10PS

Average 227 IOPS Maximum 2.6k I0PS Minimum 98.3 IOPS Anomaly N HIGH

Bandwidth
Click on a point, or drag a region on the graph, to generate a list of the top 5 most active storage objects over that time period.
X 2:00 15:00 18:00 21:00 1. 0ct 03:00
Object Activity from:
21:25 Sep 30-23:30 Sep 30

Object Name Average

381.47 MBps.
DR_Pool3_NAS_Datastore6 164.3 MBps
DR_Pool3_NAS_Datastore5 154.8 MBps

190.73 MBps
DR_Pool3_NAS_Datastore4 126.1 MBps
DR_Pool3_NAS_Datastore3 1.8 MBps r\'\.r.__,l\
DR_Pool3_NAS_Datastore2 1.8 MBps

Average 8.6 MBps Maximum 456.3 MBps Minimum 449.3 KBps Anomaly |~ HIGH

For additional performance metrics, the user can click the GO TO ALL METRICS button in the Storage Object Activity upper right
corner to access the Metrics page. The Metrics section provides more information about performance charts and how to create

customized performance dashboards.
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Health Center

The Health Center has three main sections:

e Proactive Health
e Alerts
e Reclaimable Storage

Health Center — Proactive Health
The Proactive Health section displays a comprehensive view of all the current health issues across all the monitored systems in the

environment. The user can click the Refine button T ™ to change the view to a single system or multiple systems, in order to focus
on issues for a particular system. When the user types the name of the system, the Proactive Health section will display the particular
system and its associated issues.

DYULEMC  CloudiQ B [ED 2 maykimbal@acme.com

OVERVIEW Proactive Health  Alerts Reclaimable Storage
S Introducing your Cloud Health Score.
Your score can help you spot where your most severe health issues are, based on 5 core factors: Components, Configuration, Capacity, Performance and Data Protection. The area with the
[ CEECEN A highest risk to your system's health will hurt your score until actions are taken towards remediation.
B GOOD 95100 B POORO.73 [] Dontshowagain ~ Learn More
METRICS
5 (0 ) S Capacity (3) [ P ce() @ cton (
ST Y Refine 8 Issues B Components (0) 3 Configuration (5) & Capacity (3) [ Performance (0) @ Data Protection (0; B
2
Test_Dev (UNITY VSA) Heann score @ ssues 1 Last Health Scan Fi, Mar 9 2018, 8:47:57 PM UTG (1 hour ago)
File _30  The storage pool Test Dev_Pooli"is full and oversubscribed Capacity 0 hours ago
HOSTS
Remote DC (SC5020F) Heatin score ssues 2 Last Health Scan Fri, Mar 9 2018, 9:25:57 PM UTC (35 minutes ago)
SETTINGS
-15  Atleast one Fibre Channel virtual portis not on its preferred physical port. This behavior can be expected if a controller was reset or has recently had m Configuration 5hours ago
HELP
-5 The storage pool‘Remote DC_Pool " is eversubscribed and predieted to run out of space within a quarter Capacity 5 hours ago
Disaster Recovery (UNITY 400) Heann score Issues 3 Last Health Scan Fri, Mar 9 2018, 8:53:57 PM UTC (1 hour ago)
_10  The storage pool ‘Disaster Recovery_Pool2'is oversubscribed and predicted to run out of space within a manth Capadity 0 hours ago
-6 Host 'Remote_ESX1'is not logged in o both SPs; this host wil lose connectivity in the event of failover Configuration 0 hours ago
-6 Host 'Remote_ESX2 s not logged in o both SPs; this host will lose connectivity in the event of failover Configuration 0 hours ago
Market Research (UNITY 500F)  Heain score tssues 2 Last Health Scan Fri, Mar 9 2018, 8:54:57 PM UTC (1 hour ago)

Proactive Health Help

Selecting an individual system navigates the user to the details discussed in the Systems section above. Refer back to these sections:

e System — Health Score
e System — Configuration
e System — Capacity

e System — Performance

Health Center — Alerts

The Alerts listing displays all the alerts that are associated with the monitored systems. Users have several options for viewing the
alerts.

e Date — Date range

e System — System Name or Site ID

e  Severity

Critical — Event that has significant impact on the system and needs to remedied immediately

Error — Event that has minor impact on the system and needs to remedied

Warning — Event that administrators should be aware of but has no significant impact on the system
o Information — Event that does not impact the system functions

e Acknowledged
o Acknowledged — Event that has been reviewed and acknowledged on the array
o Unacknowledged — Event that has not been acknowledged on the array

O O O
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Note:  Alerts shown in CloudlQ come from the array and can only be acknowledged and unacknowledged on the array.

Proactive Health Alerts Reclaimable Storage

10 Alerts
Cl All
= Today

Date

Click to select date range Production Storage pool Prod_Pool2 has exceeded its user-specified threshold. Pool

System
Market Research Host ProdApp1_Host1 is only configured with one path to the storage system. Configure multiple paths to es.

SEVERITY Market Research Host ProdApp1_Host2 is only configured with one path to the storage system. Configure mutiple paths to es.

[J Critical

W G & TestDev Storage pool Test_Dev_PoolThas exceeded its critical threshold of 95%. Pool

[] Waming

Infe tie

W = Last Week

ACKNOWLEDGED

[ Acknowledged Market Research Host LocalESX3 is only configured with one path to the storage system. Configure multiple paths to establis...

[ Unacknowledged
Market Research Host LocalESX4 is only configured with one path to the storage system. Configure multiple paths to establis...
Disaster Recovery Storage pool DisasterRecovery_Pool 1 has exceeded its user-specified threshold. Pool

Three Weeks Ago
Disaster Recovery Storage pool DisasterRecovery_Pool2 has exceeded its user-specified threshold. Pool
Test Dev Storage pool Test Dev_Pool2 has exceeded its user-specified threshold. Pool
B TestDev System contact information requires verification. Pool

@ critical (0) @ Error(1) 4\ Warning (8) [l Information (1)

Sun, Mar 18 2018, 3:56:33 PM UTC

‘Sun, Mar 18 2018, 11:56:33 AMUTC

Sun, Mar 18 2018, 11:56:33 AMUTC

Sun, Mar 18 2018, 9:56:33 AM UTC

Fri, Mar 16 2018, 6:56:33 PM UTC

Fri, Mar 162018, 6:56:33 PM UTC

Wed, Mar 14 2018, 6:56:33 PMUTC

Sat, Mar 3 2018, 6:56:33 PMUTC

Sat, Mar 3 2018, 6:56:33 PMUTC

Sat, Mar 3 2018, 6:56:33 PM UTC

=

The alerts are grouped in current and weekly sections. When an alert has been acknowledged, a checkmark appears at the right end of

the alert line. More details pertaining to an alert can be seen by selecting the alert.

@ Eror Fri, Feb 26 2016, 3:22:11 AMUTC

System Name  Test_Dev Serial Number FCNCHO0972C32F3

Message ID 14:60336 Resource Pool

Storage pool Test_Dev_PoolThas exceeded its critical thresheld of 95%.

This storage pool exceeds the critical capacity threshold. Thin-provisioned resources may suffer data
loss or become unavailable when the pool reaches full capacity. Snapshots may become invalid and
replication sessions may stop synchronizing for storage resources provisioned in this pool. To
allocate more storage space, add more disks to your system..

+" Acknowledged
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Health Center — Reclaimable Storage

The Reclaimable Storage view shows the objects and capacity of storage that may no longer be in use. This can be viewed two ways:
for a System and for a Rule Type. Users can use the drop-down menu to change the display to show the three rules that are used for
Reclaimable Storage, which are:

e  Block Objects with no front end 1/O activity
e  File Objects with no front end I/O activity
e  Block Objects with no Hosts attached

Note: The Reclaimable Storage report will intelligently filter out objects that are array-based replicas, since those replicas are neither
attached to hosts nor do they have front-end I/O.

View by System (Default) shows reclaimable storage for each system with the number of objects and reclaimable storage. A more
detailed view of each can be seen by selecting the line item to expand to display the associated details.
Proactive Health Alerts Reclaimable Storage

‘ Refine 23 Total Storage Objects  79.0 TB Total Reclaimable Space Growpby sysTeM [v] B

System

Production (Unity 650F)

5 Block Objects with no front end /0 activity in atleast the past week Reclaimable Space 10.0TB
Rule Type
] E‘T“‘::J“‘s CDEESE 2 Block Objects with no Hosts Attsched Reclsimable Space 2.0 TB
ctache:

[ Block Objects with no fromt
end I/0 ctivity in atleast 1 File Objects with no front end /0 activity in at least the past week Reclaimable Space 7.0 TB
the past week

[] File Objects with no front
end I/0 activity in atleast

o Disaster Recovery (Unity 400) Rectaimabie space 1.0 TB
4 Block Objects with no-front end I/0 activity in at least the past week Reclaimable Space 8.0 TB
1 Block Objects with no Hosts Attached Reclaimable Space 2.0 TB
2 File Objects with no front end 1/0 activity in at least the past week Reclaimable Space 5.0 68

Market Research (Unity 500F)  storage obiects 4 Recisimatlespace 7.0 TB

1 Block Objects with no front end 1/0 activity in at least the past week Reclaimable Space 1.0 T8

3 Block Objects with no Hosts Attached Reclaimable Space 6.0 GB

Business Analytics (SC7020F)  swigeosieers 4 pecisimaniespace 38.0 TB

4 Block Objects with no Hosts Attached Reclaimable Space 38.0 TB

View by Rule shows reclaimable storage for each rule with the number of objects and reclaimable storage displayed.

Proactive Health Alerts Reclaimable Storage

[V Refine | 19 Total Storage Objects  41.0 TB Total Reclaimable Space Gropby puETYPEY] B
S Block Objects with no front end 1/0 activity in at least the past week sorgeosiects 10 recaimasie sosce 19.0 TB
Production Storage Objects D Reclaimable space 10.0 TB
Disaster Recovery Storage Objects 4 Reclaimable Space 8.0 TB
Market Research Storage Objects 1 Reclaimable Space 1.0 TB

Block Objects with no Hosts Attached  swgeobicas 10 zectaimebiespace 48.0 TB

Production Storage Objects 2. Reclsimable Spsce 2.0 TB
Disaster Recovery Storage Objects 1 Reclaimable Space 2.0 TB
Market Research Storage Objects 3 Reclaimable Space 0.0 GB
Business Analytics Storage Objects 4 Reclaimable Space 38.0 TB

File Objects with no front end 1/0 activity in at least the past week  swrgeobiecis 3 rectaimabie space 12.0 GB

Production Storage Objects 1 Reclsimable Spsce 7.0 GB

Disaster Recovery Storage Objects 2 Reclaimable Space 9.0 GB
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Metrics

The Metrics section allows the user to create custom performance dashboards. Different performance metrics are available based
upon the selected System type and Category, as shown in the tables below.

Dell EMC Unity Metrics

System Pool
Metric System Backend Block File Drive Pool Backend
Bandwidth (BPS) X X X X X X X
Block Latency X X
CPU Utilization X
10 Size X X X X X X
IOPS X X X X X X X
% Read X X X X X X X
Queue Length X X X
VVol Latency X X
SC Series Metrics
System Pool FC, SAS,
Metric System Backend Volume Drive Pool Backend iISCSI
Bandwidth (BPS) X X X X X X X
Latency X X X X X X X
CPU Utilization X
10 Size X X X X X X X
IOPS X X X X X X X
% Read X X X X X X X
Queue Length X X X X X X X
XtremlO Metrics
Metric System Volume Target Initiator
Bandwidth (BPS) X X X X
Block Latency X X X X
IOPS X X X X
CPU Utilization X
PowerMax/VMAX Metrics
Metric System Storage Group SRP
Bandwidth (BPS) X X X
Latency X X X
IOPS X X X
10 Size X X
% Read X X
Queue Length X X



Metric Dashboard Wizard

Users can click Add Metrics to open a wizard where a new

Add Metrics X
dashboard can be created. Then users can select from each of the
wizard sections the data to view in the new dashboard. b )
roduct Unity -
1. Select the Product. Category System .
2. Select the Category. R P—
3. Select the System(s) being monitored by CloudIQ.
. . . % Read - Disaster Recovery -
4. Select the performance metrics from the Metrics list.
Bandwidth ¥ | Market Research
5. Select Add Metrics. v .
Block Latency Production
The new dashboard will show the performance graphs for each ¥ CPU Utilization Test_Dev
selected metric with one or more entities selected. Scrolling across 10 Size
the tlm.ellne graph displays a vertllcal Ilpe on each graph for quick v | iops ) )
analysis of performance at any given time. These charts can be 3 lams (Sefectac: 4 4 tems (Selected: 2/ 10)

viewed as a grid pattern (shown) or one graph per line. The timeline
can be selected from a pre-defined value ranging from Last Hour to Cancel
Last 7 Days or the user can enter a custom date range.

Hovering across the performance graph displays a vertical line on all the graphs for the same point in time. The legend to the right of
the graph displays the performance measurement related to the graph.

DZLLEMC  CloudlQ Q search @ - (B 2 marykimball@acme.com ~

OVERVIEW +  Sep30,20188:30PM
PRLRIVELS (=) Last 24 Hours “« » Toggle Legends @ Fit Charts mem B H
SYSTEMS ggle Leg =+
-
HEALTH CENTER Multiple Systems - System * IOPS H Multiple Systems « System - CPU Utilization
2.5k I0PS Sep 30 9:25 100% Sep 30 9:25
Sep 30 9:25 Market Research 0.210PS
* Production: 1.9kIOPS + Production 1.9k IOPS SPA 3.7%
Market Research:  0.210PS 75% SPB 10.3%
1.5k10PS - sPA 11.4%
50 % » SPB 149 %
1kI0PS
25%
SETTINGS 50010PS A
Wil Ao bbbl
N Al ] s
010Ps PV, W S
30. Sep 08:00 16:00 30. Sep 08:00 16:00
Multiple Systems « System * Block Latency H Multiple Systems + System * Bandwidth
s0ms Sep 30 9:25 476.8 MBps Sep 309:25
Market Research ~ 763.2 ps » Market Research 3.2 KBps
40 ms « Production 17.1ms 381.5MBps Production 85.4 MBps
30ms 286.1 MBps ‘
20 ms 190.7 MBps
10 ms 95.4 MBps
‘ gl
ops 0Bps oL
30. Sep 08:00 16:00 30. Sep 08:00 16:00 -

Metrics Help

Note:  VVol data is not included in object-level (LUN, file system, and drive) metrics because VVol object data is not collected.

Note:  Block Latency timing shown is an auto-adjusted field for milliseconds (ms) and microseconds (us) when appropriate.
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Storage Pools

The Storage Pools view provides an aggregated listing for easy comparison of data. The Issues column will display the number of
health issues associated with any pool or storage object, and a green check mark for items with no associated issues. The blue text

identifies hyperlinks to the details for the item.

Storage Pools Listing (Unity and SC)

This listing shows all the Pools across the entire environment of all systems monitored by CloudIQ. The Pools listing represents the raw
storage on the system that has been prepared to be provisioned as either Block storage or File storage (Unity only). This listing

provides the Pool Total Size, Used and Subscription percentages, and Free Storage within the pool that has not been provisioned for

storage objects. The Time to Full range is also shown. Time to Full is based upon the storage size measured over time. The longer the
pool is configured, the more accurate the prediction of Time to Full. This Time to Full measurement identifies pools that are at greatest
risk of running out of storage space, and that require attention.

DYLLEMC  CloudIlQ
OVERVIEW T Refine 11 Pools
SYSTEMS Issues « Name

HEALTH CENTER

v Business Analytics_Pool1
METRES v Disaster Recovery_Pool1

1 Disaster Recovery_Pool2

v Disaster Recovery_Pool3
SENLIEE v Market Research_Pool1
HELP v Market Research_Pool2

v Production_Pool1

v Production_Pool2

1 Remote DC_Pool1

1 Test_Dev_Pool1

v Test_Dev_Pool2

System

Business Analytics

Disaster Recovery

Disaster Recovery

Disaster Recovery

Market Research

Market Research

Production

Production

Remote DC

Test_Dev

Test_Dev

Q Search

Model
SC7020F
UNITY 400
UNITY 400
UNITY 400
UNITY 500F
UNITY 500F
UNITY 650F
UNITY 650F
SC5020F
UnityVSA

UnityVSA

Total Size (TB)

85.2

25.6

12.8

83.2

256

384

51.2

25.6

42.2

9.5

Used (%)

18.7

64.1

85.7

494

436

384

60.7

94.6

37.8

100

86.8

Subscription (%)

65.

w

117.2

156.3

49.!

©

82.

o

69.

o

1133

179.7

1322

145.5

162.3

2 mary.kimball@acme.com ~

Time To Full

Greater than quarter

Unpredictable

Within a month

Within a month

Within a menth

Within a month

Unpredictable

Unpredictable

Within a quarter

Full

Unpredictable

B

Free (TB)
69.3

9.2

421
14.4
237

201

26.2

Pools Help

25



Pool Details — Properties -

The Properties tab for a Pool provides Pool
attributes and any Health issues associated
with the Pool. Expanding the issue will provide

ws Disaster Recovery > Disaster Recovery_Pool2 [ LAUNCH UNISPHERE

& Capacity M@ Performance

a suggested resolution. Also included i this s~

view is a list of Storage Objects using this
pool and the Drives assigned to this pool,
each of which can be exported to a CSV file.

In the upper right is a link to “Launch Soe o 4Storageobpcts [
Unisphere”. Selecting this will open the
Unisphere element manager for the system e . ;

hosting this Pool.

Pool Details — Capacity

The Capacity tab for a Pool provides details for the Pool capacity, showing total Used and Free storage as well as subscription. There
is a Storage usage ring showing how the Used storage is configured.

On supported systems, the bottom graph displays the historical pool capacity data and the Predicted Date to Full date. The graph
specifies pool space as Actual Free, Actual Used, Forecast Free, and Forecast Used. The Confidence Range represents the
confidence level in predicting the date to full; the wider the range, the lower the confidence level. If the pool is in either a Learning, Full,
or Unpredictable state, the Historical Trend graph is displayed. Otherwise, the Historical Trend with Forecast graph is displayed.

The following Historical date ranges are available:

Last 3 months (default)
Last 6 months

Last 1 year

Last 2 years

And the following Forecast date ranges are available:

None (Historical data only will be shown)
Next 3 months

Next 6 months

To Full (default)

The Subscribed checkbox enables to view or hide the pool subscription data on the graph.
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Disaster Recovery > Disaster Recovery_Pool2

[2 Properties

Total Capacity

Used 11 TB

E3 Capacity

[ Performance

[} LAUNCH UNISPHERE

Storage Usage

Free 1.8 TBof 12.8 TB

Storage Tiers

Subscription (156.3%) 18.8 TB

’I’ITE

Used

S

Tier Move Up (GB) Move Down (GB) Rebalance (GB) Total Size (TB) Free Size (TB)

Extreme Performance 0.0 0.0 0.0 12.8 2.8 Il Fie systems 3318
B Luns 22718
. VMware 0B

Snapshot Delete Status Paused Could Not Reach HWM . Snapshots 55TB

Capacity Forecast Predicted Date to Full: Oct 16, 2018

Historical | Last 3 months ¥

Growth (93.5TB)299.1 % per month

Forecast | To Full v

5456 ..

363.7

181.8..

25. Jun 2.Jul 9.Jul 16, Jul 23. Jul 30. Jul 6. Aug 13. Aug 20. Aug

17.5ep

24. Sep 1.0ct 8.0ct 15.0ct 22 OC‘{

Actual Free M Actual Used Forecast Free Forecast Used — Confidence Range

Pool Details — Performance

¥ — Subscribed

Similar to the Performance tab for a single system, the Performance tab for a Pool provides details for the Pool Storage Object Activity.

A 24-hour trend graph is shown below for Block latency (LUNs and Volumes), IOPS, and Bandwidth (LUNs, Volumes, and File

Systems).

Also similar to the Performance tab for a single system, scrolling down this view provides the user with detailed performance graphs for
IOPS, Bandwidth, Backend IOPS, and Latency (Block for Dell EMC Unity systems and Volume for SC Series). If an Anomaly is found,

this will be shown as either High or Low. To see more details, the user can select an area on the graph and the Object activity for this

period will be shown on the left, as seen in the Bandwidth graph.
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- -
W Disaster Recovery > Disaster Recovery_Pool2

[] Properties & Capacity

Storage Object Activity

Block Latency

Object 24 hour Trend

[] LAUNCH UNISPHERE

M@ Performance

DR_Pool2_LUN1 Iu u ] “III” ] “III u ul
DR_Poal2_LUN2 Iu u ] i"ll” ] ”III u ul

I0PS

Viewing data from the Last 24 hours GO TO ALL METRICS —)

10PS Bandwidth

Average Object 24 hour Trend Average  Object 24 hour Trend Average

11.6ms DR_PoolZ_LUN1 1.6k IOPS DR_PoolZ_LUN1 ﬂ”ﬂmﬂm‘“““m“m“mumlmmu 126.1 MBps
10.5ms DR_Pocl2_LUNZ 1.5k I0PS DR_Pocl2_LUNZ ﬂ”ﬂmﬂm‘“““m“m“muuummu 126.1 MBps
DR_Pocl2_FS1 ” ] I II I I i I 410PS DR_Pool2_F51 ] ] B.5MBps
DR_Pocl2_FS2 l I I l 110PS DR_Pool2_F52 ll " I l II B.3MBps

Click an 2 paint, or drag a region on the graph. to generate a list of the top 5 most active storage objects over that time peried.

Metric
IOPS

Historic Seasonality

00 18, Apr 03:00 06:00 000 12:00 1500

3kI0PS

2k10PS

1k10PS

Average 227 IOPS Maximum 2.6k IOPS Minimum 98.3 I0PS Anomaly “ HIGH

Bandwidth

Object Activity from:
555 Apr 18- 6:50 Apr 18
Object Name
DR_Pool2_LUN1
DR_Pool2_LUNZ

DR_Fool2_F51

DR_Fool2_F52

Average

126.1 MBps
126.1 MBps
8.5 MBps

8.5 MBps

®

Click on a point, or drag a region on the graph. to generate a list of the top 5 most active storage objects over that time period.

00 18. Apr 03:00 06:00 09:00 1200 1500

381.5MEps

190.7 MBps

Average 2.6 MBps Maximum £55.3 MBps Minimum 443 .3 KBps Anomaly /4 HIGH
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Storage Groups (PowerMax/VMAX systems)

Each PowerMax/VMAX system will have a listing of the Storage Groups with key information about which Storage Resource Pool they
are assigned to, and also the assigned Service Level and whether the Storage Group is in compliance. The Storage Group name is

hyperlinked to enable easy navigation to the details pages for a given Storage Group.

DZLLEMC  CloudIQ

Q SEEN]

BE  OVERVIEW B Finance
B svstems
Configuration .
A Health Score 2 g = Capacity [ Performance

A HEALTH CENTER

Serial Number 000197900049 Connection
M wmeTRICS

Model PowerMax_2000 Unisphere Version

PowerMax 0S [15978.118.119 Embedded

Storage Resource Pools Storage Groups Service Levels

SETTINGS
a Name Compliance SRP Service Level
HELP
Finance_SG_11 Q Finance_SRP1 Diamond
Finance_SG_12 Finance_SRP1 Bronze
Finance_SG_13 o Finance_SRP1 Diamond
Finance_SG_14 © Finance_SRP1 Diamond
Finance_SG_21 o Finance_SRP2 Diamond
Finance_SG_22 o Finance_SRP2 Bronze
Finance_SG_23 o Finance_SRP2 Bronze

Storage Group Details — Configuration
The Configuration tab for a Storage Group displays the attributes of the Storage Group.

Site

Location

Last Contact Time

Capacity(GB)

100

100

100

100

100

100

100

mary.kimball@acme.com ~

12 Storage Groups

Emulation

FBA

CKD

FBA

CKD

FBA

CKD

CKD

[} LAUNCH UNISPHERE

ACME Headquarters
Round Rock, TX

1 hour ago

B

VMAX System Details Help

In the upper right is a link to “Launch Unisphere”. Selecting this will open the Unisphere element manager for the system hosting this

Storage Group.

€ finance > Finance_SG_13

[ Configuration

= Capacity Performance
SRP & Finance_SRP1 SRDF
Volumes 12 Service Level
Compression Yes Emulation
Compliance Stable Snapshots
Masking Views 6

[} LAUNCH UNISPHERE

Yes
Diamond
FBA

2

a
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Storage Group Details — Capacity

The Capacity tab for a Storage Group provides details for the Storage Group capacity, showing Used and Free Allocation. Additionally,
Storage Efficiency information is provided, including VP Savings and also the Compression ratio.

g Finance > Finance_SG_13 7} LAUNCH UNIS=)

- = Capacity
O configuration. = CAPACIY performance

Usage

Alloszied 100

Storage Group Details — Performance

The Performance tab for a Storage Group provides performance details for the Storage Group over a 24-hour period. This can be
changed to show a predefined time range or a custom data range.

By default the Workload Changes graph displays values as a percentage of change. Clicking the By Value button displays the values
for each of the performance metrics. Additional metrics can be added by selecting the corresponding checkbox. Users can zoom in on a
range in any graph by selecting the starting point and dragging to the right. Clicking Reset Zoom returns the user to the default view.

g Finance > Finance_SG_13 7} LAUNCH UNISPHERE

Performance

@ Configuration & Capacity

Last 24 hours « 60T ALL METRICS
Storage Group Workload Changes

Oy Vs, [T Ehang

Iops
Latency
Bandwidth
losie

Queus Length

ooo

= Read

Users can scroll down to see each the actual Workload activity over the last 24 hours. The performance metrics displayed IOPS,
Latency and Bandwidth. Performance trend information updates whenever the current page is loaded.

[ andwidh
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Hosts

The Hosts listing shows all the hosts (ESX, Linux, or Windows) which are attached to storage systems being monitored by CloudIQ.
Users can click Refine to filter and specify one or more system names to view the hosts for the selected system(s).

The Hosts listing shows:

e Issues — Health of the host: green checkmark (OK) or the number issues reported issues by CloudIQ
e Name — Host name

e Network Address — IPv4 or IPv6 IP address

e Operating System — Host operating system version

e Initiator Protocol — Type of initiator used by the Host (FC, iSCSI)

e Initiators (#) — Number of initiators connected between the host and the monitored system(s)

e Total Size — Total size of the object provisioned to the host from the system

e System — System connected to the host

¢ Model — Model of the system

As with other listings, the user can sort the list by clicking any of the column headings, and export data by selecting the Export icon.

Y Refine | 38 Hosts =
Clear All ~lssues  Name Network Address Operating System Initiator Protocol initiators: (%) Total Size (TB) System Model

System

. 1 MRApp1_Host1 10.0.0.20 Windows Server 2012 FC 2 5.8 Market Research UNITY 500F ()

1 MRApp1_Host2 10.0.0.21 Windows Server 2012 FC 2 5.8 Market Research ~ UNITY 500F

1 Remote_ESX1 10.0.0.30 VMware ESXi 5.5.0 isCs! 2 5.3 Disaster Recovery UNITY 400

1 Remote_ESX2 10.0.0.31 VMware ESXi 5.5.0 iSCSI 2 5.3 Disaster Recovery UNITY 400
MRApp1_Host3 10.0.0.22 Windows Server 2012 FC 2 7.8 Market Research UNITY 500F
MRApp1_Host4 10.0.0.23 Windows Server 2012 FC 2 7.8 Market Research  UNITY 500F
ProdApp1_Host1 10.0.0.10 Windows Server 2012 FC 2 15.6 Production UNITY 650F
ProdApp1_Host2 10.0.0.11 Windows Server 2012 FC 2 15.6 Production UNITY 650F
ProdApp2_Host1 10.0.0.12 Windows Server 2012 FC 2 7.8 Production UNITY 650F
ProdApp2_Host2 10.0.0.13 Windows Server 2012 FC 2 7.8 Production UNITY 650F
Standy_MRApp1_Host1 10.0.0.32 Windows Server 2012 iSCSI 2 5.8 Disaster Recovery UNITY 400
Standy_MRApp1_Hostz  10.0.0.33 Windows Server 2012 iSCSI 2 5.8 Disaster Recovery UNITY 400
Standy_MRApp3_Host1  10.0.0.34 Windows Server 2012 iSCSI 2 7.8 Disaster Recovery UNITY 400
Standy_MRApp3_Hostz  10.0.0.35 Windows Server 2012 iSCSI 2 7.8 Disaster Recovery UNITY 400
Standy_ProdApp1_Host1 10.0.0.36 Windows Server 2012 iSCSI 2 15.6 Disaster Recovery UNITY 400
Standy_ProdApp1_Host2z 10.0.0.37 Windows Server 2012 iSCSI 2 15.6 Disaster Recovery UNITY 400

v

Hosts Help



Host Details — Properties

The Properties tab for a Host provides details of the host type, IP Address, and how it is connected. Any Health issues are displayed
with the suggested resolution. Details about the Storage object being used by the Host and Initiators are provided in the tabs at the
bottom of the page. The information in each of the tabs can be exported to a CSV file.

Market Research > MRApp1_Host2

E2 Properties [ Performance

= Capacity
Description -
Operating System Windows Server 2012

Network Address 10.0.0.21

Capacity

Performance

Data Protection

Initiator Protocol  FC
Storage Initiators
ssues Name Type Thin
4 MR_Pool1_LUNT  LUN Ves
\/ MR_Pool1_LUNZ  LUN Yes

Host Details — Capacity

Total Issues

Components

7] configuration

1

v
1

v

Allocate

[} LAUNCH UNISPHERE

B Configuration 1 Issue

75 hours ago Host 'MRApp1_Host2' is not logged in to both SPs; this
host will lose connectivity in the event of failover.

2 Storage Objects 2]

(GB) Paool Consistency Group  Host /0 Limit
825 Market Research_Pooll MRApp1CG 10K 10PS

825 Market Research_Pool1 MRApp1CG 5K 10PS

The Capacity tab for a Host provides details for the current capacity and historical trending.

Market Research > MRApp1_Host2

-
[ Properties - Capacny @ Perfarmance

Total Size 58TE Allocated Size

Historical Trend
Value Last Received 16. Apr 30. Apr
Total 58718

Allocated (25.00%) 1.4 TB 5k

Host Details — Performance

28 May 1. Jun 25, Jun

[} LAUNCH UNISPHERE

147TE

Viewing data from the last 3 months

Jul 10 9:44

® Total 6,000.00 GB
® Allocated 1,375.52 GB

The Performance tab for a Host provides the 24 hour average values of key performance indicators of all block objects provisioned to
a specific host. It also displays the names of other hosts to which the block objects are also provisioned.

Market Research > MRApp1_Host2

M Performance

[ Properties = Capacity

2 Storage Objects

MR_Pcol1_LUN1 Market Research_Pool1 MRApp1_Host1

MR_Pool1_LUN2 Market Research_Pool1 MRApp1_Host1

[ LAUNCH UNISPHERE

Viewing data from the Last 24 hours E:
98 02 194
1.0 02 0.0
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Block Object Details

Block Objects are included in the Storage listing for individual Systems and Pools. Block objects can also be found using Global
search.

Block Object Details — Properties

The Properties tab for a Block object displays attributes for the Block object, any Health issues associated with this object, and the
Hosts (for Dell EMC Unity systems) and Servers (for SC Series) that are attached to this object. The information in the Hosts table can
be exported to a CSV file.

g Disaster Recovery > DR_Pool1_LUN1 [ LAUNCH UNISPHERE

£ Properties o Capacity [ Performance Q) Data Protection

Paol 'S Disaster Recovery_Pooli  Consistency Graup ProdAppiC6  CLIID sv_6
Type LUN  Thin Yes  WWN 60:05:01:60:04:30:3E:00:AB:2D:48:58: 26 AEB2:33
FAST Cache - SPOwner SPA  Data Reduction on

FAST VP Palicy Start High Then Auto-Tier

Total lssues 0 Total
C 1t .
Smpensnts All health checks were suscessful
Configuration
Capacity
Performance

Data Protection

Hosts 2Homs B

ssues = Name Netwo

“ Standy_ProdApp1_Host1 100036 Windows Server 2012 iscs! 2 158

v Standy_ProdApp1_Host2 100037 Windows Server 2012 iscsl 2 156

Block Object Details — Capacity

The Capacity tab for a Block object provides details for the capacity being used including Data Reduction savings and capacity
utilization by Snapshots. The Historical Trend shows the capacity changes over time.

g Disaster Recovery > DR_Pool1_LUN1 (5] LALE R
= C
apacit’
[ Properties - P ¥ M@ Performance @ Data Protection
Size 8TB  Snapshot Space Used 26TE
Data Reduction Savings 256.0MB (S5 or 1.1:1)  Total Paol Space Used 487TE
Alloczted 2200
LUN Size Tier Distribution
Allocated 2200 of 8 T8 Tier Data Distribution (%
Exreme Performance 1000
Historical Trend Viewing data from the last 0 days
Ve Last feczived 3.4pr 4 Apr 5. 40 6 Apr 7. Apr 8 Apr 9.apr 10. 4pr 1. 40 12.Apr 13.Apr
Total 7878
Alloczted (9201%) 7278
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Block Object Details — Performance

The Performance tab for a Block object provides performance details for the Block Storage Object Activity over a 24-hour period. This
can be changed to show a predefined time range or a custom data range. The performance graphs available are Workload Changes,
Workload Anomalies for Block latency, IOPS, and Bandwidth.

By default the Workload Changes graph displays values as a percentage of change. Clicking the By Value button displays all the
performance metrics. Additional metrics can be added by selecting the corresponding checkbox. Users can zoom in on a range in any
graph by selecting the starting point and dragging to the right. Clicking Reset zoom returns the user to the default view. Performance
trend information updates whenever the current page is loaded.

Users can also see if there was a performance impact in the last 24 hours, where the region with the performance impact will be
highlighted in pink as shown below. Clicking on the region will provide more information about why that time range has been identified
and the potential causes to investigate.

[ Performance

[ Properties = Capacity @ Data Protection

Last 24 hours “

LUN Workload Changes HostloLimit — GO TO ALL METRICS —

By Value | By Change

Metric 1500 18:00 21:00 25 Sep 0300 06:00 09:00

Block Latency

<]

IoPs
Bandwidth
% Read

10 size

Queue Length

8000

Performance Impact for Last 24 Hours

Performance Impact for Last 24 Hours 2

As discussed previously for System and Pool Performance, CloudIQ also identifies Performance Anomalies at the block object level.
For block objects, the anomaly detection applies for the following three metrics:

e Block Latency (Block objects only)

e [OPS

e  Bandwidth

LUN Workload Anomalies over the last 24 hours
Block Latency
Metric 15:00 18:00 21:00 25. Sep 03:00 06:00 09:00

Block Latency

Historic Seasonality 10ms

Anomaly

5ms

Average 3.7 ms Maximum 11.3 ms Minimum 566.7 ps Anomaly /4~ HIGH

10PS
Metric 1500 18:00 2100 25.5ep 03.00 06:00 03:00

10PS

Historic Seasonality

Average 29 8 |OPS Maximum 1k IOPS Minimum 0.2 10PS Anomaly .~ NONE
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Block Object Details — Data Protection

The Data Protection tab for a Block object displays how data protection has been configured for an Object. There are two levels of
Data Protection available: Replication from system to system and Snapshots.

The Replication details show the replication details and status of the replication session status. The Snapshots detail shows how data
is backed up within the system using a Snapshot. A custom Snapshot rule can be defined which determines when the snapshot is
taken and how long the data is retained. The Snapshot list can be exported to a CSV file.

g Disaster Recovery > DR_Pool1_LUN1 [ LAUNCH UNISPHERE

@ Data Protection

[ Properties = Capacity [ Performance
Replication
Mote: Data lzst collected: 48 minutes ago 1o

Session Name rep_sess_sv_1_sv_2_local

Mode Synchronous Active

Local Rale Destination o

Syne State Syncin

= yneing Production Disaster Recovery

Prod_Pool1_LUN1 DR_Paoll_LUN1

Snapshots
Mote: Data last callected: 11 minutes ago.

Schedule Snap Schedule

Rule1 Every Tuesday, Wednesday, Thursday, Friday, Saturday,

ule
and Sunday at 11:00 PM, retain for 14 days

Note: Schedule times are in UTC displayed in 12-hour format.

7 Snapshots =X

mySnap-1521057201897 DR_Peol1_LUN1 Ready Tue, Mar 27 2018, 2:11:26 .. Snap Schedule Ne Sun, Mar 25 2018, 3:11:26 ... No Ne Tue, Apr 10 2018,3:11...
mySnap-1521057201897 DR_Pcoll _LUN1 Ready Thu, Mar 29 2018, 3:11:26 ... Snap Schedule Ne Sun, Mar 25 2018, 3:11:26 ... Yes Ne Thu, Apr12 2018, 3:11...
mySnap-1521057201897 DR_Peol1_LUN1 Ready Mon, Apr22018.3:11:26 P Snap Schedule No Sat Mar 312018, 3:11:26 Yes No Tue, Apr 10 2018.3:11
mySnap-1521057201897 DR_Pool1 _LUN1 Ready Wed, Mar 21 2018, 3:11:26 Snap Schedule No Mon, Mar 19 2018, 3:11:26 Yes Ne Wed, Aprd 2018, 3:11
mySnap-1321057201897 DR_Fooll_LUN1 Feady Fri.Mar 9 2018, 3:11:26 PM...  Snap Schedule No Mon, Mar 5 2018.3:111:26 P...  Yes Mo Fri.Mar 23 2018, 3:11....
mySnap-1521057201897 DR_Pool_LUN1 FReady Fri. Feb 23 2018.3:11:26 P.. Snap Schedule No Mon, Feb 19 2018, 3:11:26 .. Yes Neo Sat. Mar3 2018. 3:11:..
mySnap-1521057201897 DR_Pgoll _LUN1 Ready Thu, Feb 15 2018, 3:11:26 ... Snap Schedule No Tue, Feb 13 2018, 3:11:26 .. Yes Ne Sun, Feb 25 2018, 3:11..
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File Object Details

File Objects are included in the Storage listing for individual Systems and Pools. File objects can also be found using Global search.
File Object Details — Properties
The Properties tab displays attributes for the File object and any Health issues found for the object.

D Disaster Recovery > DR_Pool1_FS2

€ Properties o Capacity [ Performance Q¥ Data Protection

Poal & Disaster Recovery_Paoli  FAST Cache - cump
Type File System  FAST VP Policy Start High Then Auto-Tier  Protacol Linux/Unix Shar
Thin Yes MNAS Server MAS_Server_1 Data Reduction
Total Issues 0 Total

Components .

i Allhealth checks were succesaful
Configuration
Capacity

Parformance

Data Protection

File Object Details — Capacity

The Capacity tab for a File object provides details for how the File capacity is being used, including Data Reduction savings and
capacity utilization by Snapshots. The File used percentage is based upon the actual data written to the file system. The Historical
Trend shows the capacity changes since the object was created. Hovering across the trend line displays the specific capacity values for
that selected point in time.

D Disaster Recovery > DR_Pool1_FS2

- N
. Capacity
[ Properties - P Y M Performance @ Data Protection
Size 778 Snapshot Space Used 1478
Allocated 1978 Totzl Poal Space Used 3478
Used 3% Data Reduction Savings 256.0 MB (5% or 1.1:1)
File System Size Tier Distribution
Allocated 1.9 TE of 7 T8 .
Used 1.5TEof 7 T8 Extreme Performance 15
Historical Trend Viewing data from the last 8 days
/ Last Recsived 3. Apr 4 apr 5 Ap 6. Apr 7. pr 8. Apr 9. pr 10.4p 1.8 1ZAp 130
Total saTe
Allocated (4997 %) 2878 Sk
| (3297 %) 1878 “

File Object Details — Performance

The Performance tab for a File object provides two performance graphs with aggregated metrics for a 4-hour period (default). This can
be changed to show from Last Hour to last 7 Days or a custom data range. As you hover across the graph, the metrics details will be
shown in pop-up boxes.

e File System Metrics (NFS)
e IOPS

36



e Bandwidth

e |0 Size

e % Read

e Aggregated File System Metrics (NFS)

e IOPS

e Latency

The Aggregated File System Metrics (NFS) graph has additional breakdown information available to show both Storage Processor
Read, Write, and other.

[ pisaster Recovery > DR_Pool1_FS2

[ Performance

[ Properties S Capacity & Data Protection

Lest 4Hours «“ 6070 AL METRICS -3

By Value |[By Percent

File System Metrics (NFS)
10PS  — Bandwidth

h: 2.5 MBps (+49

10PS: 12.510PS (-52.60%)

Aggregated File System Metrics (NFS)

— Lateney

File Object Details — Data Protection

The Data Protection tab for a File object displays how data protection has been configured for an Object. There are two levels of Data
Protection available: Replication from system to system and Snapshots. The Replication details show the replication details and
status of the replication session status. The Snapshots detail shows how data is backed up with the system using a Snapshot. A
custom Snapshot rule can be defined which determines when the snapshot is taken and how long the data is retained. The Snapshot
list can be exported to a CSV file.

[ pisaster Recovery > DR_Pool1_FS2

[J Properties & Capacity M Performance @ Data Protection

Replication

es) Auto Sync Configured

395.2 MB/Sec Frod|

Thu, Apr 12 2018, 4:38:05 PMUTC

7 =
mySnap-1521057...  DR_Pecll_Fs2 Ready Mon, Apr 2 2018,5:29:05 F...  Snap Schedule No Th,Mar 29 2018, 52905...  No No ThuApri2201..  Share
mySnap-1521057...  DR_Pool1_F52 Ready Thy. Mer 20 2018.529:05 . Snap Schedule No Tue Mer272018.52905..  Yes No Thu, Apr 12201 Share
mySnep-1521057...  DR_Pool1_Fs2 Ready Thy. 2018.529:05 . Snep Schedule No Sun.Mer 112018, 52905 . Yes No Sun.Mer 2520 Share

mySnap-1521057..  DR_Peol1Fs2 Ready 272018 v No 0 Sha
mySnap-1521057...  DR_Pooli Fs2 Ready 2 Mo Share
mySnap-1521057...  DR_Pool1_F52 Ready v [ Tue. Mar 1320 Sh
mySnap-1521057..  DR_Fool1 Fs2 Ready Thu,Mar 12018, 52005 P Snap Schedule No Tue Fe 01852905 . Yes N Fri.Mar 9 20 h
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Appendix A — CloudIlQ Security

CloudIQ’s Security Measures are as follows:

CloudIQ uses Dell EMC Secure Remote Services to collect data from Dell EMC Unity, and Dell SupportAssist to collect data from SC
Series systems, namely: system alerts, system logs, system configuration, and system capacity and performance metrics. Secure
Remote Services provides sophisticated point-to-point encryption over a dedicated VPN, multi-factor authentication, customer-
controlled access policies, and RSA digital certificates to ensure that all customers’ telemetry data is securely transported to Dell
EMC. SupportAssist provides a similarly secure connection to likewise ensure secure transmission of customers’ telemetry data.
CloudIQ stores data received from Dell EMC Unity and SC Series systems in a secure Dell EMC IT managed infrastructure.

CloudIQ access requires that each user has a valid Dell EMC support account. Each user can only see those systems in CloudIQ which
are part of that user’s site access as per configuration of such user in Dell EMC Service Center.

Customers use their existing support account with Dell EMC to login to CloudIQ. CloudIQ leverages the information in user profile
related to company and site mapping for access control. The user profile is created when the user registers for an account with Dell
EMC and the account is associated with a valid company profile. The company admin has full control over associating products with
sites and giving other users (partner or authorized contact) access to particular site or product.

CloudIQ provides each customer an independent secure portal, and ensures that customers will only be able to see their own systems
via CloudIQ. CloudIQ access requires that each user has a valid Dell EMC support account. Each user can only see those systems in
CloudIQ which are part of that user’s site access as per configuration in Dell EMC Service Center.

CloudIQ uses a leading application security provider to perform continuous vulnerability scans as well as annual penetration testing of
the application. The underlying environment is included in regular infrastructure vulnerability scans, and any required remediation is
handled through an ongoing vulnerability remediation program. CloudIQ will soon begin the process of obtaining a Service Organization
Control (SOC2) report to provide assurance regarding security controls.

CloudlQ will maintain 2 years’ worth of historical data for systems that are actively monitored by CloudIQ. For any system that is no
longer monitored by CloudIQ, configuration, capacity, and performance data for that system is removed from all CloudIQ Data Stores.

CloudIQ is hosted on Dell EMC infrastructure which is Highly Available, Fault Tolerant, and guarantees a 4-hour Disaster Recovery
SLA. Because itis web-based, CloudIQ is accessible anytime, anywhere.

Appendix B - Enabling CloudIQ at the System

Dell EMC Unity, XtremlO, and PowerMax/VMAX Systems

The Dell EMC Unity, XremlO, and PowerMax/VMAX systems leverage Secure Remote Services for CloudlQ data collection. This must
be enabled and configured successfully on each individual Dell EMC storage system before users can send data to CloudiQ. Once
Secure Remote Services has been configured within the Element Manger interface, CloudlQ must be enabled.

e Dell EMC Unity
o For Unity 4.2 and later, navigate to Settings > Support Configuration > CloudIQ, and then select Send data to
CloudIQ.
o For Unity 4.1, navigate to Settings > Management > Centralized Management, for the CloudIQ tab in Centralized
Management, ensure the checkmark to Send data to CloudIQ is checked, and then click Apply
e XtremlO
o For XMS 6.2 and higher, access the Top Menu Bar and click the System Settings Icon to display cluster-level and
XMS-level setting options. Next, select XMS > Notifications > CloudIQ Reporting, and ensure that CloudIQ
Reporting is set to YES.
o PowerMax/VMAX
o For Unisphere 9.0.1, navigate to Settings > Management > CloudIQ, ensure the checkmark to Send data to
CloudIQ is checked, and then click Apply
After this action, the system will appear in CloudIQ after one hour. The user can then simply proceed to CloudIQ.dellemc.com by
clicking the link on the displayed page, or the user can proceed to CloudlQ.emc.com from the main Unisphere page. On the
CloudIQ.emc.com page, users can log in with their valid service accounts to view their SC and Unity systems in CloudIQ.

For more information about enabling Secure Remote Services, see the EMC Secure Remote Services for Dell EMC Unity
Requirements and Configuration document that can be found at https://support.emc.com.
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https://support.emc.com/docu69327_EMC-Secure-Remote-Services-for-Dell-EMC-Unity-Requirements-and-Configuration.pdf?language=en_US
https://support.emc.com/docu69327_EMC-Secure-Remote-Services-for-Dell-EMC-Unity-Requirements-and-Configuration.pdf?language=en_US

For more information about onboarding the Dell EMC storage arrays, see the following documents:

e  Unity — https://support.emc.com/kb/481102
e  XtremlO — https://support.emc.com/kh/524858
e  PowerMax/VMAX — https://support.emc.com/kb/526005

Dell EMC SC Series

The Dell SC Series CloudIQ solution leverages Dell EMC’s SupportAssist (Phone Home) for CloudIQ data collection. This must be
enabled and configured successfully on each individual Dell SC Series system before users can send data to CloudIQ.

e To configure SupportAssist in Unisphere Central for Dell SC Series, open the Data Collector menu and follow
Monitoring > SupportAssist > Turn On SupportAssist.

e To configure SupportAssist in the DSM thick Client, click Storage > Edit Storage Center Settings > SupportAssist tab.

After this action, the system will appear in CloudIQ after 4 hours. The user can then simply proceed to CloudIQ.dellemc.com. On the
CloudIQ.dellemc.com page, users can log in with their valid service accounts to view their SC and Unity systems in Cloud|Q.

For more information about onboarding the Dell SC Series arrays, see: https://support.emc.com/kb/520264.
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