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Industry 4.0 and Artifical Intellegence (AI) 
Revolution 



Call Centers  Self-driven cars / 
public transportation 

Shopping Attendants Medical diagnosis and 
surgeries 
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Border Control Education and learning 
experiences 

 Taking care of elderly   House Tasks 

Artificial Intelligence Applications 



Artificial Intelligence: Mimicking the Human 
Brain 

communication 

reasoning vision 
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– How Crowds of Humans Area Making AI Systems Scary-Smart, Rob Salkowitz – 
https://futurism.media/how-crowds-of-humans-are-making-ai-systems-scary-smart 

“It Takes a Village To Raise an AI. Just like a human child, 	
every advanced AI system needs to be “trained” before it can interact 

properly and respond appropriately in different situations. 	
Kids need parents, teachers, books and experiences. 	

AI need data sets, machine learning systems 	
and actual human beings to interact with.”	



What does it take to build Smart AI Systems? 
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Four Stages in the Machine Learning Lifecycle 

1 
Model  

Ideation 

Raw & 
Unstructured data 

No Data 

Data cleanup & 
annotation 

Data Collection 

Model Prediction 

Human 
Annotation/correction 

Model Prediction 

Human 
Annotation/correction 

Data  
Collection 

2 
Model 

Bootstrapping 

3 
Model Tuning / feedback loop  
of continuous improvements 

4 
Model  

Customization 

Model 
 training 

Model 
 training 

7	



Dialog and 
Services Manager 

External  
services 

Response 
Generation 

Text-to-Speech 

Natural Language 
Processing 

Automatic  
Speech 

Recognition 

Example: Dialog System 
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Dialog and 
Services Manager 

External  
services 

Response 
Generation 

Text-to-Speech 

Natural Language 
Processing 

Automatic  
Speech 

Recognition 

Example: Dialog System 
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Call Center data are narrowband (8 kHz, 8 bits) 
 

There is no French Canadian ASR model 
available  
but Watson has a French from France model 

Word error rate can then be computed 
as: 

Problem #1 

Problem #2 

Preliminary Results 
 50% WER (Word Error Rate) in ASR (Automatic Speech Recognition) 

output  
Where: 
-  S is the number of substitutions; 
-  D is the number of deletions; 
-  I is the number of insertions; 
-  C is the number of correct words; 
-  N is the number of words in the reference (N=S+D

+C) 

Use case:  
IBM Client in Canada needs to transcribe Call Center conversations 
per regulation 



		

	
	

11	

IBM Watson “Speech to Text” Service 



Step 1 - Refine Domain & Data Preparation 
•  Client Product Analysis for Customer Service 
•  Scenario Creation and Goal Setting 
 

Step 2 - Scripts Generation 

Step 3 - Voice Collection 
•  Sourcing of (15) French Canadian speakers  
•  Recordings in mobile and desktop  
(distribution of acoustic environments) 

 
Step 4 – Data Validation 

•  Text Audio Validation 
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Towards a “Custom” Acoustic Model 
Data “Step by Step”  

7 
hours 

of data collection 
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Canadian French Data Workflow 
Crowd Sourced Scripts Generation 

*Sourcing French 
Canadian speakers 
15 contributors 

Clients products  
analysis for 
customer 

Scenarios 
creation 

Scripts generation 
6208 

Recordings 
14 mobile / 1 

desktop 

Text Audio  
Validation 
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Canadian French Data Workflow 
Crowd Sourced Recordings Collection 

*Sourcing French 
Canadian speakers 
15 contributors 

Clients products  
analysis for 
customer 

Scenarios 
creation 

Scripts generation 
6208 

Recordings 
14 mobile / 1 

desktop 

Text Audio  
Validation 
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Canadian French Data Workflow 
Crowd Sourced Text Audio Validation 

*Sourcing French 
Canadian speakers 
15 contributors 

Clients products  
analysis for 
customer 

Scenarios 
creation 

Scripts generation 
6208 

Recordings 
14 mobile / 1 

desktop 

Text Audio  
Validation 



IBM Watson “Speech to Text” Customization   

16	h-ps://console.bluemix.net/docs/services/speech-to-text/custom.html#customizaEon	



Watson upload and  
process this text corpus 

in: 
35 seconds  

Watson train the acoustic 
model  

with the language one in: 
2h25min 

Sentence count: 
5580 

Word count: 
+/- 49031 

Training set 
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Watson Baseline 
 performance on the test set: 

Word Error Rate: 52.151% ( 1358 / 
2604) 

Watson Custom Model  
performance on the test set: 

Word Error Rate: 25.077% ( 653 / 
2604)  

Sentence count: 
300 

Word count: 
2640 

Test set 

Total length of all the uploaded audio 

358,08 mins 
- roughly 6 hours - 

Watson analyze and accept  
the audio as valid in: 
roughly 6 minutes   

Watson train  
the language model in: 

about 1 minute 

IBM Watson “Speech to Text” Customization   
Results 
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End-to-End “Text to Speech” Service – Scripted 
Speech	
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- 15-20% of data is 
garbage 

- slow delivery 
time. 
- No control  over 
the process, often 
resulting in >6 
months of 
redefining and 
adapting internal 
tools.  

- new ML 
techniques require 
large amounts of 
training data that 
cannot be source 
in-house. 
- cannot be 
source in-house 
In their market 
offer. 
- not customer’s 
core business. 

Poor 
Quality 

Slow 
Speed 

Hard to 
Scale  

Summary: Challenges 

- domain too wide 
or unrelated to 
problem 
- lack of up front 
test cases. 

Wide 
Domain  



Thank you 
Request a trial on:  

h"ps://enterprise.definedcrowd.com/en-us/account/requestdemo/	

Or email us at: 
sales@definedcrowd.com 

SEATTLE  |  LISBON  |  PORTO  |  TOKYO 


