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A guide to least-squares reverse time migration for subsalt imaging:
Challenges and solutions

Chong Zeng', Shugian Dong', and Bin Wang'

Abstract

Least-squares reverse time migration (LSRTM) overcomes the shortcomings of conventional migration algo-
rithms by iteratively fitting the demigrated synthetic data and the input data to refine the initial depth image
toward true reflectivity. It gradually enhances the effective signals and removes the migration artifacts such as
swing noise during conventional migration. When imaging the subsalt area with complex structures, many prac-
tical issues have to be considered to ensure the convergence of the inversion. We tackle those practical issues
such as an unknown source wavelet, inaccurate migration velocity, and slow convergence to make LSRTM
applicable to subsalt imaging in geologic complex areas such as the Gulf of Mexico. Dynamic warping is used
to realign the modeled and input data to compensate for minor velocity errors in the subsalt sediments. A win-
dowed crosscorrelation-based confidence level is used to control the quality of the residual computation. The
confidence level is further used as an inverse weighting to precondition the data residual so that the conver-
gence rates in shallow and deep images are automatically balanced. It also helps suppress the strong artifacts
related to the salt boundary. The efficiency of the LSRTM is improved so that interpretable images in the area of
interest can be obtained in only a few iterations. After removing the artifacts near the salt body using LSRTM, the
image better represents the true geology than the outcome of conventional RTM; thus, it facilitates the inter-
pretation. Synthetic and field data examples examine and demonstrate the effectiveness of the adaptive strat-
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egies.

Introduction

Hydrocarbon explorers have used seismic imaging
as a promising tool to discover sweet spots for decades.
In a deepwater environment such as the Gulf of Mexico
(GOM) in which the cost of drilling is high, seismic im-
ages provide essential information for interpreters to
analyze the geology in the area of interest. Creating
high-quality seismic images that represent the true geol-
ogy is crucial, otherwise, the imaging artifacts could
easily mislead interpreters. When the geologic condi-
tion is relatively simple, prestack depth migration often
works well and can produce excellent images. Although
in some areas, especially where allochthonous salt is
involved, the rapidly changing velocity field compli-
cates the reflection of the seismic waves and lowers the
quality of the signal received on the surface. The sub-
sequent seismic imaging also suffers from the difficul-
ties of obtaining an accurate migration velocity with
insufficient illumination. The salt sheets themselves
are usually good traps for oil and gas; thus, the image
quality near the salt bodies is often of great interest to
the interpreters. Unfortunately, imaging those subsalt
areas is particularly challenging. There are a few main
reasons. One is that the complex structures signifi-

cantly distort the wavefield, causing the wavefield to
focus in one area and defocus in another area, thus
making illumination highly nonuniform on top of the
limited acquisition aperture. The other factor is that
it is often beyond the capability of conventional imaging
algorithms due to the violation of many imaging as-
sumptions. For the first reason, data acquisition tech-
nologies have been improved from narrow azimuth to
wide azimuth (WAZ), and even full azimuth. Long-offset
acquisition is also developed to receive more reflection
energy from the deep structures. The acquisition cost,
however, also increases almost proportionally to the
range of the azimuth and offset. Even with the massive
data acquired, seismic images are never perfect due to
the intrinsic limitations of the migration algorithms.
Therefore, geophysical researchers seek advanced im-
aging algorithms that can fully take advantages of the
available data to improve the image quality in the areas
of interest.

Most imaging algorithms, either prestack or post-
stack, are based on seismic migration using ray approxi-
mation or the wave equation. If we assume the earth is a
linear system that produces single scattering, then the
physical process of the reflection of seismic waves can
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be linearly formulated using Born approximation, as
follows:

d =Lm, )

where d is the seismic data received on the surface, m is
the earth reflectivity model, and L is the Born modeling
operator that represents how seismic wave propagates
and reflects the energy back to the surface. If equation 1
is invertible, the true earth reflectivity can be expressed
as

m=L"d. @)

Conventionally, the seismic migration can be formu-
lated as

m = L*d, &)

where the migrated image m is the result of the migration
operator L* applied to the surface data d. The migration
operator is an adjoint, rather than the inverse of the mod-
eling operator. Thus, the migration is an approximation
of the direct inverse process. Please note we make no
assumption on the implementation of the operators so
they can be either ray-based or wave equation-based.
But the intrinsic difference between L* and L~! restricts
the capability of conventional migration algorithms re-
gardless of their actual implementation. When complex
structures are involved in seismic imaging, this differ-
ence is significant enough to introduce artifacts on the
seismic image and create pitfalls for interpretation.
Even though experienced interpreters can sometimes
recognize artificial events on seismic images, it is still
difficult to interpret the true geology because the images
are already contaminated by migration artifacts. In many
cases, removing those errors after migration without
hurting the effective signal is a nontrivial task. In addition,
interpreters often demand that the amplitudes on seismic
images and the corresponding depth image gathers re-
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Figure 1. General workflow of LSRTM.
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present the true reflection coefficients so that other tech-
niques such as amplitude-variation-with-offset (AVO)
analysis can be used to evaluate the potential reservoir.
To accommodate the needs of advanced interpretation,
geophysicists have worked to improve the imaging algo-
rithm by trying to diminish the differences between the
migration and inverse so that the image can directly re-
present the true reflectivity model.

Pioneering works (Schuster, 1993; Nemeth et al.,
1999; Duquet et al., 2000) have been described using in-
version-based imaging algorithms to overcome the short-
comings of conventional migration methods. By applying
a general inverse to equation 1, the true reflectivity can
be derived as

m = (L*L)"'L*d, (€))
which is equivalent to
m = H'm, 5)
and H is the Hessian represented by
H=LL. ©)

It is easy to see that the true reflectivity is the result of
applying the Hessian inverse to the conventionally mi-
grated image. In practice, the massive data and model
size prohibit the direct solution for the Hessian inverse.
Thus, iterative methods such as steepest decent or con-
jugate gradient are used. The process is implemented by
iteratively fitting the synthetic and observed data in a
least-squares sense, so that the seismic image is close
to the true reflectivity when the observed and synthetic
data are matched well. The algorithm is different from
conventional migration and is called least-squares mi-
gration (LSM) by its nature of iterative data fitting in
the l,-norm. In the detailed derivations by Nemeth et al.
(1999), the internal modeling and migration engines are
based on the Kirchhoff integral. Later on, the works have
been extended using various migration implementations
in different domains (e.g., Tang, 2009; Dong et al., 2012;
Fletcher et al., 2012; Dai et al., 2013). For subsalt imag-
ing, we choose to use the full wave equation for the mod-
eling and migration based on reverse time migration
(RTM), so the method is called least-squares RTM
(LSRTM).

The iterative inversion process of LSRTM can be gen-
erally described using the flowchart in Figure 1. The
workflow of LSRTM is very similar to that of full-wave-
form inversion (FWI), an advanced velocity building
technique that has been widely adopted by the seismic
industry in the past few decades (Tarantola, 1984; Pratt,
1999; Sirgue and Pratt, 2004; Plessix, 2006). The major
difference between LSRTM and FWI is that LSRTM seeks
the true earth reflectivity (or impedance), whereas FWI
solves for the seismic velocity. Each single iteration of
LSRTM is composed of a complete pair of demigration
(modeling) and migration. After multiple iterations, the
modeled data closely match the input data such that



Downloaded 09/05/17 to 205.196.179.237. Redistribution subject to SEG license or copyright; see Terms of Use at http://library.seg.org/

the residuals are insignificant. The reduction of the
residual in the time data domain corresponds to the min-
imization of the differences between the seismic image
and the true reflectivity in the depth image domain.
When a predefined misfit threshold is achieved, an ap-
proximated solution to equation 2 is obtained such that
the final output image is close enough to the true earth
reflectivity model.

In recent years, LSRTM has been successfully applied
to field data for broadband imaging (Zeng et al., 2014b)
and other complex structure imaging (e.g., Wong et al.,
2011; Zeng et al., 2015; Zhang et al., 2015). Among those
applications, LSRTM for subsalt imaging is especially
complicated due to some practical limitations such as
the velocity error, unknown seismic wavelet, massive
computation cost, and second-order artifacts during the
iteration (Wang et al., 2013). In the following sections, we
analyze the typical problems when applying LSRTM for
subsalt imaging and we propose our adaptive solutions.
Synthetic and field data examples are implemented
to examine the effectiveness of the adaptive strategies.
Most of the field data examples are based on acquisition
from the GOM, but the method should not be restricted
to be applied in any specific area.

Advantages of LSRTM

The RTM technology has been the workhorse for
subsalt imaging in the past few decades. It uses the two-
way wave equation and naturally handles multipathing

and complex reflections. However, it also creates unde-
sired artifacts that have to be identified to avoid any in-
correct geologic interpretation. Let us consider a true
reflectivity model as shown in Figure 2a. We create
some synthetic shot gathers based on it and then mi-
grate the surface data to generate an RTM image (Fig-
ure 2b). The input data are composed of 190 shots with
a 6 km virtually towed streamer. The source wavelet is
an Ormsby wavelet of 1-2-18-22 Hz. By comparing the
true model and the RTM image, we can see the differ-
ences are significant. First, the overall amplitudes of the
RTM image and the corresponding depth image gathers
are far from that of the true reflectivity. This makes any
amplitude-based analysis (such as AVO) almost impos-
sible. Second, the RTM image contains strong migration
swing artifacts near the salt body. The conflicting dips
of the swing artifacts and the true sediments confuse
the interpreters. In the area close to the salt body, it is
difficult to trace the horizons due to the strong artifacts.
The image of the vertical salt flank is not clear. Finally,
the RTM image is band limited due to the wavelet effect
introduced in migration and contains side lobes of the
source wavelet.

Of course, an experienced interpreter can easily
point out the artifacts on the above RTM image. How-
ever, we would like to emphasize that the case illustrated
by Figure 2 is probably still much simpler compared with
the field data applications. The input data are noise-free
synthetics created by the acoustic-wave equation. The

Amplitude (dB)

Figure 2. (a) True reflectivity model, (b) conventional RTM image, and (c) LSRTM image of the synthetic salt model based on a
GOM survey. (d) Comparison of the amplitude spectra of the RTM and LSRTM images.
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surface data coverage is abundant. The migration veloc-
ity model is perfect even in the shadow area where the
illumination is poor. In contrast, the field data are always
complicated by multiples, converted waves, and many
other factors such as attenuation. The migration velocity
is never perfect. Also, the migration job has to restrain
the upper bound frequency due to the massive compu-
tation cost in large 3D projects.

Compared with the RTM image, LSRTM gives a supe-
rior result (Figure 2c), which is very close to the true
solution, using exactly the same input data and velocity
model. The amplitude spectra of the RTM and LSRTM
image (Figure 2d) confirm that the wavelet effect has
been removed by LSRTM as a natural 3D deconvolu-
tion. The advantages of the LSRTM can be summarized
as follows (Zeng et al., 2014a):

1) Amplitudes are balanced better by revealing weak
signals and pushing the image toward the true-re-
flectivity model.

2) Migration artifacts caused by acquisition footprints
or nonuniform illumination are reduced.

3) Spatial resolution is increased by enriching the low
frequencies and suppressing the image side lobes.

4) The signal-to-noise ratio (S/N) is enhanced by im-
proving the images of steep dips or other complex
structures.

An important feature of LSRTM is its unique internal
mechanism to remove the migration artifacts. In field
data applications, seismic imagers have tried various
postmigration techniques to reduce the artifacts on the
RTM image. Some are performed by filtering (e.g., Guit-
ton et al., 2007; Zhang and Sun, 2009),
and others are performed by using ad-
vanced stacking methods (e.g., Liu et al.,
2009; Sanchis and Hanssen, 2011). Un-
fortunately, most of them inevitably hurt
the signal when the artifacts share sim-
ilar characteristics with the effective sig-
nal. Figure 3a shows an example that is
challenging for the postmigration proc-
ess. It is an RTM image based on a set
of data from WAZ acquisition in the
GOM. The image shows a group of faults
on the left portion and a lot of swing ar-
tifacts near the salt boundary. The swing
artifacts look very similar to the faults.
Conventional postmigration processing
that can remove the artifacts will likely
degrade the image in the fault zone. In-
stead, LSRTM removes the artifacts
without hurting the effective signal in
a completely different way. It first cre-
ates demigrated surface data based on
the initial RTM image and calculates the
differences between the modeled and in-
put (field) data. All true structures such
as the sediments and salt boundary will

create synthetic reflections that match
the real events on the input shot gathers.
The swing artifacts after demigration,
however, will become spurious events
in the modeled data that has no corre-
sponding events in the input data be-
cause the real earth contains no such
artificial reflectors. When calculating
the data residual between the input and
modeled data, the matched events van-
ish and the spurious events become in-
verse polarity wiggles. After migrating

Figure 3. (a) Conventional RTM image, (b) LSRTM gradient of the first itera-
tion, (c) LSRTM image after updating. The steeply dipping fault planes are en-
hanced, whereas the swing artifacts (magnified on the right side) are canceled
out regardless of their similar dipping and geometric pattern.
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the residual again, the inverse polarity
wiggles in the data domain have been
mapped to the image domain to be the
inverse polarity events on the LSRTM
gradient (Figure 3b). The summation

- N——
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of the initial RTM image and the gradient (after weight-
ing by the proper step length) naturally cancels the
swing artifacts and yields a clean image (Figure 3c). The
real signals, such as faults, are maintained because
the gradient is in phase with the original image due to
the vanished residual in the data domain. It should be
noted that in this whole procedure of LSRTM, there is
no need to predefine which event is true or artificial.
Hence, the differentiation of real signals and artifacts
is handled automatically. This reduces the possibility of
selecting wrong events for noise removal due to human
manipulation in conventional postmigration processing.
In field data applications, this modeling-based noise
cancelation is performed by multiple iterations so that
the artifacts are gradually reduced.

Practical challenges of LSRTM for subsalt imaging

In time-domain implementations of LSRTM, the mod-
eling process requires a band-limited source wavelet to
generate the modeled data. Usually, the source wavelet
can be obtained by analyzing the source signature of the
input data. In practice, the wavelet is complicated and
changes the phase during propagation. Other noises
in the data such as ghosts also distort the wavelet. In
LSRTM modeling, the seismic image is usually used as
the reflectivity to be convolved with the source wavelet.
The side lobes on the image are blended with the origi-
nal source wavelet and create complicated wiggles on
the modeled data. In most cases, direct subtraction of
the input and modeled data causes a very slow conver-
gence of the inversion due to the improper match of the
synthetic and field wavelet.

On the other side, the amplitudes of the modeled data
are usually not reliable due to the lack of considering
attenuation and elastic conversion during wave propaga-
tion. It is often found that the inversion is trapped to
most update the shallow images because the shallow re-
flections are easy to match. The data residuals of the
shallow reflections are more pronounced than those
from the deep reflections. This causes different conver-
gence rates for the shallow part (e.g., top salt) and the
deep part (e.g., the subsalt area) of the image. Unless
a well-designed regularization term is added to the inver-
sion, getting a satisfactory result for the subsalt area typ-
ically needs a lot of iterations. When applying LSRTM for
large 3D projects focusing on subsalt improvements, the
slow convergence rate can make the computation cost
significantly high. More importantly, the different con-
vergence rates for the shallow and deep parts increase
the risk of inversion divergence. When the subsalt area
reaches the optimum point, the shallow part could be
overmatched due to the noise in the field data.

Besides the wavelet and amplitude issues of model-
ing, the error in migration velocity is probably the most
serious issue in subsalt imaging. The flowchart in Fig-
ure 1 shows that each iteration of LSRTM needs a set of
demigration and migration. It also implies that the seis-
mic velocity has to be taken into account as an input
parameter for the migration and demigration. Because

there is no place in the workflow to modify the migra-
tion velocity, any error in the velocity field will remain
in the inversion and could be amplified after many iter-
ations. For this reason, the theory of LSRTM (or any
implementation of LSM) assumes perfect migration
velocity to assure the convergence. However, this is
unrealistic in field data applications because building
a velocity model from field data is never an easy task.
Especially in the subsalt area, the salt sheet acts as a
high-velocity lens that can sharply change the propaga-
tion direction of the incident seismic waves and cause
poor illumination in the subsalt area. Neither conven-
tional tomography nor FWI can handle this situation
without caution. The velocity uncertainty in the subsalt
area is usually higher than that above the salt. The salt
canopy reflects most energy back to the surface; thus,
the S/N below the salt is usually very low. The situation is
even worse in areas containing several closely located
salt bodies. For subsalt imaging, obtaining a perfect
velocity seems an open question (Etgen et al., 2014).
An interesting study by Albertin and Zhang (2014) also
shows that imaging errors can happen even with the per-
fect velocity when a complex salt body is involved. If we
directly apply LSRTM without considering the error in
the velocity field, the inversion can converge to an erro-
neous image (Huang et al., 2014; Hou and Symes, 2016).

Preconditioning in the data domain

In this section, we propose some data-adaptive strat-
egies to address the practical issues that are related to
subsalt imaging using LSRTM. These strategies not only
ensure the convergence of the inversion but also im-
prove the efficiency of the algorithm. Simply speaking,
our preconditioning in the data domain uses forward
modeling to guide processing the input data to either
speed up the convergence, enhance the weak signal,
or make our final image toward true amplitude reflec-
tivity. Depending on the imaging objectives, different
types of preconditioning can be used (e.g., Dutta et al.,
2017). If the primary objective is true amplitude reflec-
tivity, the matching filter idea based on approximate
Hessian (Guitton, 2004; Wang et al., 2013) can be effec-
tively applied in the data domain. If our primary imaging
objective is structure imaging and fast convergence, we
are not intended to retrieve the true reflectivity in a sin-
gle step. Instead, the strategies are focused to tackle the
most important problems in field data applications so
that we can create easily interpretable images using
the best available velocity models in an efficient way.

To minimize the side effects of inaccurate source
wavelets in data subtraction, we apply a matching filter
to the modeled data so the wiggles of the synthetic and
field data are directly comparable. If the original objec-
tive function is formulated as

J(m) = |[Lm —d|,. @)

Then the improved objective function is
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J(m) = |[pp(Lm) — ped||,. )]

where p,, is a filter applied to match the forward-mod-
eled data with the observed data and p;y is the prepro-
cessing operator applied to the observed field data. The
specific implementation of the preprocessing operator
is case dependent. For marine acquisition, the input
data should be preprocessed to remove the ghost effect
(Dong et al., 2014). After that, we scale the root-mean-
square amplitude of the modeled data using a sliding-
window-based gain control with respect to the input
data (Zeng et al., 2015). The purpose of this scaling is
to make the amplitudes of the synthetic data consistent
with that of the input data so that direct subtraction is
feasible.

To further help control the quality of the data
residual computation, we use a windowed crosscorre-
lation coefficient to measure the level of match between
the modeled and input data. We name these correlation
coefficients “confidence level” because they quantita-
tively tell which part of the data matches well or poorly.
Specifically, the confidence level is calculated as fol-
lows:

wcf—h Zzt*—l (d d) (u u)
RN SN o AT
®

where d and u are the input and synthetic samples, re-
spectively. The h and [ are the half-window size along
the spatial and temporal directions. The bar denotes the
arithmetic average.

We borrow the idea proposed by Luo and Hale (2014)
to use dynamic warping to address the minor velocity
error in the subsalt area. The dynamic warping was
originally designed to shift the samples of a time signal
(such as the human voice) with respect to a reference
for speech recognition (Sakoe and Chiba, 1978; Miiller,
2007). It is later introduced by Hale (2013) to estimate
the shifts between two seismic images. In LSRTM, the

’

arrival time of synthetic surface data after demigration
highly depends on the velocity model. The inaccurate
velocity causes the shifts between the modeled and in-
put wiggles. This misalignment introduces false events
in the residual and generates secondary swing artifacts
on the LSRTM gradient. The shifts between the modeled
and input wiggles are nonlinear and vary with offset and
time. Figure 4 illustrates a modeled shot gather during
LSRTM when velocity error occurs. The colors overlaid
on the wiggles represent the degree of misalignment be-
tween the modeled and input wiggles. It shows that the
far offset and deep reflections are usually more prone to
the velocity errors than the near offset and shallow
data. Dynamic warping directly estimates the shifts be-
tween the two data sets, so we can realign the wiggles
without knowing the exact velocity difference.

It is noteworthy that dynamic warping should be ap-
plied to the input data rather than to the modeled data
(Luo and Hale, 2014). Because the modeled data are
created by the demigration process using the same
velocity model that was used for previous migration,
the synthetic mapping from the data domain to the im-
age domain and vice versa is self-consistent. However,
this is not true for the field data. The field data can be
considered as a result of modeling using the true earth
reflectivity and the accurate (but unknown) earth veloc-
ity model. Therefore, the field data are consistent with
the true-earth velocity rather than the estimated (but
erroneous) migration velocity. For field data applica-
tions, we have no means to get the perfect velocity
but have to use the estimated migration velocity with
certain degrees of inaccuracy. In this case, adjusting
the field data such that it is aligned to the synthetic data
is a practical choice.

Using dynamic warping to align the modeled and in-
put data promotes the inversion to converge to the true
solution. The warped input data are equivalent to the
results from the modeling based on true earth reflectiv-
ity and the derived migration velocity. LSRTM seeks
only for the true earth reflectivity, but the true earth
velocity is also unknown. By directly fitting the raw in-

put and synthetic data, the inversion con-

200 offset (m) — 8000, tains two unknowns (true reflectivity and
S offset(m) 12 0 e —ometm) 225 true velocity) but searches for only one
Z down shif up . .
28 | 52 I —— of them. The ignorance of velocity updat-
UIII oS SIMI99333) y | ing makes the inversion converge to a
> 2. > ) )) ) . . . .
<sadd 0199 3399IK0 "'»”'":'lb’»}l’l» solution deviated from the global minima
) ) AN > . .
s I ;.1»»‘)1;; | »<;)<}m; 32 of the two-parameter misfit function. On
Yi=<sddocoysss i;{"' 1222 JC> 2 ).\.’),?),),»f? W%:%»» the contrary, fitting the warped input and
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— L — lem tg a ‘smgle-pa‘ramet.er optimization
g _ and simplifies the inversion.

Figure 4. A synthetic example on data shifting caused by velocity errors. The
colors overlaid on the wiggles represent the degree of misalignments between

the modeled and input wiggles.
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The confidence level in equation 9 is
used to evaluate the effectiveness of the
data preconditioning such as dynamic
warping and amplitude correction. Fig-
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ure 5 shows the modeled and input data after process-
ing. We apply the amplitude matching to the synthetic
data and the dynamic warping to the input data. The
increase of confidence level in the deep reflections and
far-offset range (Figure 6) indicates that the input and
synthetic wiggles are now better aligned for the LSRTM
residual computation. After the preconditioning, the syn-
thetic and input data are directly comparable, so residual
data can be computed by subtraction to get the l;-norm
in equation 8.

The confidence level is not only used as a quality con-
trol tool but also can serve the inversion as an adaptive
residual preconditioning to balance the convergence
rates between the shallow and deep im-
ages. It is often found that LSRTM needs a)
many iterations to produce notable im- 670

Offset (m)

Synthetic tests

We build a synthetic salt model shown in Figure 7a to
examine the effectiveness of the adaptive strategies for
LSRTM. We manually add minor errors in the migration
velocity to simulate the case in field data processing.
The errors vary from 1% to 6% with the increase in depth
and change laterally with respect to the position of the
salt body (Figure 7b). Figure 8 shows the outputs of
LSRTM with and without applying the adaptive strate-
gies after one iteration. For the result without applying
the adaptive strategies (Figure 8a), the shallow part (the
velocity error is less than 2%) is not focused well. The
image seems acceptable because the overall velocity in

b)
7200, 670

Offset (m) — 7200,

provements in the subsalt areas. This is
primarily because the data quality or S/N
corresponding to the subsalt reflectors is
not as good as the shallow reflections.
Some strong reflectors, such as the water
bottom and salt boundaries, dominate the
amplitude of the surface data. When cal-
culating the data residual, those events
are strong enough to bury the weak sub-
salt reflections. This means at the begin-
ning of the iteration, the algorithm will
primarily update the images correspond-
ing to those strong reflectors. In practice,
this is less efficient and sometimes unnec-
essary because the initial RTM images
for the strong reflectors are already

Input data

Modeled data

good enough for interpretation. The weak i
events such as the subsalt reflections or
the sediments adjacent to the salt body
are critical to the interpretation but can-
not get sufficiently updated. To make the

Figure 5. (a) A real shot gather extracted from a survey based in GOM versus
(b) the modeled shot gather during the first iteration of LSRTM.

LSRTM algorithm automatically focus on a) b)

the weak signals, we can apply the con- €70 offset (m) 7200, 670 Offset (m) — 7200,
fidence level as an inverse weighting to 0

precondition the residual data. Because

the strong reflection events usually pose Confidence level = || Confidence level —
a higher confidence level due to the good

match between the modeled and input
data, they are automatically dimmed
down in the residual after this inverse
weighting. Meanwhile, the weak events
are enhanced in the residual so that the
image update can be automatically em-
phasized in the subsalt areas. This auto-
matic residual preconditioning also helps
suppress those salt-related artifacts in
LSRTM (Zeng et al., 2016). We found this
adaptive weighting to be significantly ef-
ficient for subsalt applications. Interpret-

able images in the area of interest can be
obtained within only a few iterations with
the speed up of the subsalt convergence.

Figure 6. The confidence level (a) before and (b) after adaptive data adjusting.
Changes are observed in the far-offset range (marked by the dashed ovals).
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the shallow is low and the 2% error mainly influences
high-frequency or short-wavelength components during
the imaging. The low-frequency components can still
correctly position the reflectors, but they are out of
phase with the high-frequency components. Without dy-
namic warping, the error in high frequencies remains in
the LSRTM iteration and causes a problem similar to
“cycle skipping” in FWI. By automatically stretching or
compressing the wiggles of input data using dynamic
warping, the high-frequency errors are compensated
such that the image is focused (Figure 8b).

In the subsalt area where the background velocity is
high and the error is also relatively large, the absolute
error of the velocity is significant enough to distort the
wavefield in the low and high frequencies. The LSRTM

result without applying the adaptive strategies (Fig-
ure 8a) shows broken events in the subsalt area. The
diffraction style migration tails in the broken area indi-
cate that the inversion failed to converge. After applying
the adaptive strategies, the subsalt area events are more
continuous. Although it is still different from the true
solution, the collapse of the migration tail can guide
the interpreters to trace the horizon and avoid the pos-
sibility of erroneous fault recognition.

Field data examples

The adaptive LSRTM shows great potential for prac-
tical subsalt imaging. We have successfully practiced this
technology with large volumes of seismic data acquired
in the GOM. Here, we provide two field
data examples to illustrate how adaptive
LSRTM can help the subsalt interpre-

Depth (km)

Figure 7. (a) The accurate velocity model overlaid with true reflectivity. (b) The
migration velocity containing error overlaid with the true reflectivity.

15 km =
0
—
— ——
——————
£
=
£
Q
k)
——————— [=}
| —
8_
15 km

Figure 8. The LSRTM image after one iteration (a) without and (b) with apply-

ing the adaptive strategies.
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tation.

The first set of field data is called
Freedom 3D WAZ. The survey is a typi-
cal WAZ acquisition with 8 km long mul-
ticable streamers near the Mississippi
Canyon in the GOM. Figure 9a shows an
inline section of the 3D RTM image vol-
ume. A huge salt body covers almost the
entire area of interest. On the left por-
tion of the image (area A on Figure 9a),
there are some artifacts parallel to the
salt boundary. These artifacts are con-
ventionally referred to as a salt “halo”
because they appear as a repeated arti-
ficial salt boundary. The strong halo ar-
tifacts are blended with the images of
the sediment layers and show conflict-
ing dips for interpretation. On the right
side of the image (area B), the image
quality is limited. The canopy-shaped
base of salt acts like a convex mirror to
reflect most of the seismic energy back
to the surface and leaves very poor illu-
mination in the subsalt area. The discon-
tinuous image of the base of salt also
indicates that there are possible velocity
errors around the salt body. The low S/N
in the subsalt introduces difficulties to
recover the geologic history for further
analysis. After the adaptive LSRTM (Fig-
ure 9b), the halo artifacts in area A are
removed to show clear geologic con-
tacts between the sediment layers and
the base of salt. In area B, the weak sig-
nals are recovered such that tracing
the horizons is much easier than before.
The overall comparison of the conven-
tional RTM and adaptive LSRTM images
suggests that the adaptive LSRTM offers
significant subsalt enhancements and
produces interpretation favorable results.
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We further extend the success of the adaptive
LSRTM on subsalt imaging using the Patriot 3D WAZ
data set. The data set is also from the GOM but with a
different survey direction. The geologic condition of
Patriot is more complex than the previous Freedom
area. On the depth slice down to 5600 m of the conven-
tional RTM volume (Figure 10a), we observe that the
sediment area is surrounded by two closely located salt
domes. This causes typical imaging problems due to the
complexity of the wavefield near the steeply dipping
salt flanks. Strong migration swings appear in the

marked area A and contaminate the image near the salt
body. On the marked area B, the salt halo can easily
mislead the interpreters to be considered as a fault plane.
After one iteration of adaptive LSRTM, the migration
swings are reduced and the strong halo artifacts are sup-
pressed to show the sharp geologic contacts near the salt
body. Detailed image improvements can be found on the
inline section of the 3D image volumes (Figure 11). After
adaptive LSRTM, the migration swings (Figure 11a) on
the middle part of the image are canceled (Figure 11b)
so as to eliminate the confusion of conflict dips for inter-

Figure 9. (a) Conventional RTM image and

(b) adaptive LSRTM image from the Freedom
3D WAZ data. The RTM and LSRTM volumes
are applied exactly same postmigration process-
ing such as low cut filtering and salt muting.

Figure 10. Depth slice down to 5600 m of the
(a) conventional RTM image and (b) adaptive
LSRTM image of the Patriot 3D WAZ data. The
RTM and LSRTM volumes have applied ex-
actly the same postmigration processing for
cosmetic purpose.
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Figure 11. Inline section of the (a) conventional RTM image
and (b) adaptive LSRTM image of the Patriot 3D WAZ data.

pretation. On the conventional RTM image (Figure 11a),
the low-frequency halo artifacts near the overhung salt
body obscure the effective signals from the sediments.
After adaptive LSRTM (Figure 11b), the halo artifacts
are suppressed so the weak sediment layers adjacent to
the salt are now revealed. The quality of the image has
been substantially improved after the adaptive LSRTM
to facilitate the interpretation.

Conclusions

LSRTM refines a conventional RTM image toward
true reflectivity through least-squares inversion. De-
spite the mathematical beauty of the theory, applying
LSRTM to field data under complex geologic conditions
is still challenging. We have discussed the practical is-
sues when applying LSRTM to subsalt imaging. Adap-
tive solutions are provided to address those practical
issues. Specifically, matching filters are used for precon-
ditioning in the data domain. We use dynamic warping to
compensate the minor errors in migration velocity, so
the modeled and input data are consistent with the actual
used velocity model. To boost weak signals and speed
up convergence, the crosscorrelation-based confidence
level is used to control the quality of the residual com-
putation. It is further used as an inverse weighting to pre-
condition the data residual to stabilize the inversion and
improve the efficiency of the algorithm. With the adap-
tive strategies, LSRTM can tolerate minor migration
velocity errors and converges in only a few iterations
to yield notable subsalt improvements. The synthetic
and field data examples show that adaptive LSRTM
can significantly improve the quality of subsalt image
with relatively low computation cost. Many common ar-
tifacts such as migration swings and salt halos are auto-
matically removed by adaptive LSRTM, so the final
image is more geologically favorable than that of conven-
tional RTM.
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