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About this Manual 

 

This manual deals with the problem of analyzing data sets in which data are missing. We first explain how to run 

SOLASTM so you can begin your analyses. We then provide some general information about handling variables and 

cases in SOLASTM, and this is followed by overviews of the Single and Multiple Imputation techniques that are 

available in the new SOLASTM 5.0, followed by examples using Single Imputation. 

 
Multiple Imputation is then discussed in more detail with a description of the method SOLASTM uses to sort 

Monotone and Non-monotone missing data and displays the data patterns. Then each of the five Multiple Imputation 

techniques are described, and a description of the way in which SOLASTM imputes Monotone and Non-monotone 

missing data is given. This is followed by short examples for each of the Multiple Imputation methods. These 

examples demonstrate how each of the available methods for Single and Multiple Imputation are used.  

 

Details about the output from running an imputation are given with an example of how to analyze a multiply 

imputed dataset. 

 

Finally, several appendices are given that detail formulae and methods, and give references to literature. 

 

NOTE: This manual is intended as a user reference for SOLASTM and as a guide to using the various distinct 

methods of imputation that SOLASTM 5.0 provides. It is not meant as a textbook for missing data, nor is it intended 

as a comprehensive description of multiple imputation. For this, the user should consult the references given in 

Appendix G. 

 

Enhancements to SOLAS
TM 

Version 5.0 
 
The following is a list of enhancements in the new SOLASTM Version 5.0: 

 

 The imputation limit was raised considerably. The new imputation limit is 30000 imputations, instead 

of 50. 

 A bug was fixed whereby missing data patterns would not maintain the variable numbering in the 

legend when exporting to .bmp.  

 An overview of Sensitivity Analysis in the case of missing data and a description of the evolving 

regulatory environment surrounding it. (p. 51) 

 A new Contour Plot Sensitivity Analysis technique has been added (p. 57) 

 A new Rectangle Plot Sensitivity Analysis technique has been added (p. 62) 

 SOLASTM 5.0 is available as a 32-bit and 64-bit application. 

 

Descriptions of all of these enhancements are included in this manual. 
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Missing Data 

 

Missing data are a pervasive problem in data analysis. Missing values lead to less efficient estimates because of the 

reduced size of the database, also standard complete-data methods of analysis no longer apply. For example, 

analyses such as multiple regression use only cases that have complete data, so including a variable with numerous 

missing values would severely reduce the sample size. 

 

When cases are deleted if one or more variables have missing values, the number of remaining cases can be small 

even if the missing data rate is small for each variable. For example, suppose your data set has 5 variables measured 

at the start of study and monthly for six months. You have been told, with great pride, that each variable is 95% 

complete. If each of these 5 variables has a random 5% of the values missing, then the proportion of cases that are 

expected to be complete are 1-(.95)^35=0.834. That is, only 17% of the cases would be complete and you would 

lose 83% of your data. 

 

Missing data also cause difficulties in performing Intent-to-Treat analyses in randomized experiments. Intent-to-

Treat (IT) analysis dictates that all cases - complete and incomplete, be included in any analyses. Biases may exist 

from the analysis of only complete cases if there are systematic differences between completers and dropouts. To 

select a valid approach for imputing missing data values for any particular variable, it is necessary to consider the 

underlying mechanism accounting for missing data. Variables in a data set may have values that are missing for 

different reasons. 
 

A laboratory value might be missing because: 
 

- It was below the level of detection. 

- The assay was not done because the patient did not come in for a scheduled visit. 

- The assay was not done because the test tube was dropped or lost. 

- The assay was not done because the patient died, or was lost to follow-up, or other possible causes. 

 

Getting Started 

 

After performing the Setup described earlier in this manual, clicking on the SOLASTM 5 . 0  icon displays the Main 

window shown below: 

 
 
Select File and then Open from the Main window menu-bar displays an Open window. In this window you can 

browse the directories/folders on your system for a list of the stored data sets which you want to analyze. 

 
 
The datasheets in the “Samples” folder shown in the Open window above can be used as data to perform some 
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example analyses which will familiarize you with the system. Several of these examples are discussed later in this 

manual. Alternatively, you may want to create a new datasheet, in this case you would select New from the File 

menu in the Main window. 
 

 
 

You can also set preferences for your output options from the Main window View menu System Preferences menu. 

 

Using the data fields in this window you can create a datasheet or a frequency table with the required number of 

variables and cases, or rows and columns. Start in one of the following ways: 

 Enter the criteria for your new datasheet, then press the OK button. Or 

 Select an existing datasheet from your file system using the Open window, then press the Open button. 

Whether you create a new datasheet or open an existing datasheet, you will see a window similar to the window 

shown below with its menu bar. 

 
 
Selecting Analyze, then Single Imputation or Multiple Imputation displays one of the menus shown below. 

  
From one of the menus shown above, you can select the method of imputation that you want to use, and a 

specification window will be displayed where the selected method can be setup. 
 

General 

The following subsections provide general information about variables, (grouping, variable selection/de-selection, 

and defining case selection. 

 

Grouping variables can be selected for all of the imputation methods. If a grouping variable is specified, then the 

sorting of missing data patterns and the generation of multiple imputations is carried out for each group of cases 

having the same observed value as the specified grouping variable. 

 

More detailed information about variables is given in Chapter 1 of the Systems Manual – Data Management, and the 

sections “Specifying Variable Attributes”, and “Defining Variables.” 

 

Variable Selection/De-selection 

There are several options regarding the variables of a data set that is to be analyzed. These options can be displayed 

from the datasheet Use menu as shown below: 
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You can select and de-select variables by using the datasheet View menu and selecting Missing Data Pattern 

(described later) to display the Missing Data Pattern window shown below. To de-select a variable, right-click at the 

top of any column in the missing pattern to highlight the variable, then choose Omit Highlighted Variable from the 

Use menu. 

 

Define case selection 

Case selection can be applied in two ways: Systematic or User-defined by choosing Define Case Selection from the 

Use menu in a datasheet. Depending on the selection, one of the windows shown below is displayed: 
 
 
 
 

 
 
 

 

For Systematic case definition, numerical selection can be applied. For User-defined case specification, conditional 

and logical operators can be applied to selected cases within variables as shown in the right-hand window above. A 

table showing the operators, their meanings, and their keyboard entries is given in Chapter 1 of the System Manual – 

Data Management. 

 

Multiple Drag and Drop 

Multiple variables can be “dragged” by holding down the <Ctrl> key and selecting (highlighting) variables. You 

have to press the <Ctrl> key before you start selecting variables. The "Drag Variable" controls will not be 

enabled. If some of the variables being dragged into a data field are inappropriate for that data field, the system will 

display a message, and those variables will not be placed in the field. The remaining variables in the multiple 

selection will be moved as intended. 
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Opening files from other software 

 

The suggested file format for bringing datasets into SOLAS is to use the comma separated variable (.csv) file 

format. This format is supported by most software packages and it is possible to save or export datasets as .csv.   

 

1. Select File > Open… and choose .CSV delimited from the Files of type dropdown box. 

 

 
 

2. Select the file to be opened and press Open. 
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3. Press OK. A list of the variable names and variable types will be displayed. You can use the 

dropdown box on the left to specify whether variables should be read as character (String) or 

continuous (Numeric). 

 

 
 

4. Press OK and the dataset will open in SOLAS. 
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Overviews of Imputation in SOLAS
TM

 

Imputation is the name given to any method whereby missing values in a data set are filled-in with plausible 

estimates. The goal of any imputation technique is to produce a complete data set that can be analyzed using 

complete-data inferential methods. The following describes the Single and Multiple imputation methods available in 

SOLASTM 5.0 that are designed to accommodate a range of missing data scenarios in both longitudinal and single-

observation study designs. 
 

Single Imputation Overview 

SOLASTM 5 . 0  provides four distinct methods by which you can perform Single Imputation – Group Means, Hot-deck 

Imputation, Last Value Carried Forward, and Predicted Mean imputation. 

 

The Single Imputation option provides a standard range of traditional imputation techniques useful for sensitivity 

analysis. 
 

Group Means 
Imputed values are set to the variable’s group mean (or mode in the case of categorical data.) 

 

Hot-deck Imputation 
Imputed values are selected from responders that are similar with respect to a set of auxiliary variables. 

 

Last Value Carried Forward (LVCF)  
The last observed value of a longitudinal variable is imputed. 

 

Longitudinal variables are those variables intended to be measured at several points in time, such as pre and post test, 

measurements of an outcome variable made at monthly intervals, laboratory tests made at each visit from baseline, 

through the treatment period, and through the follow-up period. 

 

For example: if the blood pressures of patients were recorded every month over a period of six months, we would refer 

to this as one longitudinal variable consisting of six repeated measures or periods. 

 

Linear interpolation is another method for filling in missing values in a longitudinal variable. If a missing value has at 

least one observed value before, and at least one observed value after, the period for which it is missing, then linear 

interpolation can be used to fill in the missing value. Although this method logically belongs in the LVCF option, for 

historical reasons it is only available as an imputation method from within either the Propensity Score Based Method, 

or the Predictive Model Based Method. For further details see the Bounded Missing section. 

 
Predicted Mean 
Imputed values are predicted using an ordinary least-squares multiple regression algorithm to impute the most likely 

value when the variable to be imputed is continuous or ordinal. When the variable to be imputed is a binary or 

categorical variable, a discriminant method is applied to impute the most likely value. 

 

Multiple Imputation Overview 

SOLASTM
 5.0 provides five distinct methods for performing Multiple Imputation: 

 

- The Predictive Model Based Method. 

- Propensity Score Based Method. 

- Mahalanobis Distance Matching Method. 

- Predictive Mean Matching Method 

- Propensity Score / Predictive Mean Matching / Mahalanobis Distance Combination Method 

 

Using either method, each missing value is replaced by M (M ≥2) imputed values to create M complete data sets. 

Multiple Imputation has the following properties: 

 

 Once the multiple imputations are generated, the resulting data sets can be used by any complete 

statistical analysis. 

 The extra uncertainty due to missing data is taken into account by imputing two or more different 

values per missing data entry. 
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Predictive Model Based Method  
The models that are available at present are an Ordinary Least Squares (OLS) Regression, and a Discriminant 

Model. When the data are continuous or ordinal, the OLS method is applied. When the data are categorical, the 

discriminant method is applied. 

 

Multiple imputations are generated using a regression model of the imputation variable on a set of user-specified 

covariates. The imputations are generated via randomly drawn regression model parameters from the Bayesian 

posterior distribution based on the cases for which the imputation variable is observed. 

 

Each imputed value is the predicted value from these randomly drawn model parameters plus a randomly drawn 

error-term. The randomly drawn error-term is added to the imputations to prevent over-smoothing of the imputed 

data. The regression model parameters are drawn from a Bayesian posterior distribution in order to reflect the extra 

uncertainty due to the fact that the regression parameters can be estimated, but not determined, from the observed 

data. 

 

Propensity Score Method  
The system applies an implicit model approach based on Propensity Scores and an Approximate Bayesian Bootstrap 

to generate the imputations. The propensity score is the estimated probability that a particular element of data is 

missing. The missing data are filled in by sampling from the cases that have a similar propensity to be missing. The 

multiple imputations are independent repetitions from a Posterior Predictive Distribution for the missing data, given 

the observed data. 

 

Mahalanobis Distance Matching Method  
The Mahalanobis distance is used in this method to identify cases that have similar characteristics to cases that have 

missing values. Missing data are filled in by sampling from the closest cases. The multiple imputations are 

independent repetitions drawn from the range of closest cases.  

 

Predictive Mean Matching Method  
This method applies Ordinary Least Squares Regression for estimating predicted values for each case in the dataset. 

Rather than using the predicted values for the imputation, they are used to identify similarities between cases with 

missing values and fully observed cases. Cases are sorted in to Donor Pools and similar to the Propensity Score 

method imputations are drawn from these pools. 

 

Propensity Score/Predictive Mean Matching/Mahalanobis Distance Combination 
Method 
The Propensity Score method and Predictive Mean Matching method described above are both applied to the data 

set. This results in each case in the data set having a propensity score and predicted value associated with it. These 

are then used as covariates and the Mahalanobis Distance method is applied to find cases that can be used to impute 

missing values. 
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Single Imputation in SOLAS
TM

 5.0 

Single Imputation is the method in which each missing value in a data set is filled in with one value to yield one 

complete data set. This allows standard complete-data methods of analysis to be used on the filled-in data set. 

 

Group Means 

Missing values in a continuous variable will be replaced with the group mean derived from a grouping variable. The 

grouping variable must be a categorical variable that has no missing data. Of course if no grouping variable is 

specified, missing values in the variable to be imputed will be replaced with its overall mean. 

 

When the variable to be imputed is categorical, with different frequencies in two or more categories (providing a 

unique mode), then the modal value will be used to replace missing values in that variable. Note that if there is no 

unique mode, i.e. if there are equal frequencies in two or more categories, then if the variable is nominal, a value will 

be randomly selected from the categories with the highest frequency. 

 

If the variable is ordinal, then the ‘middle’ category will be imputed. If the variable has an even number of 

categories, a value is randomly chosen from the middle two. 
 

Group Means  Example 

This example uses the Fisher (1936) Iris data, FISHER.MDD, containing measurements, in centimetres, of sepal length 

and width, as well as petal length and width, on 50 samples from each of three species of Iris (1=Setosa, 2=Versicolor, 

3=Virginica). 

 

The file FISHMISS.MDD is a copy of the original file, created after deleting six values. In this example, we will use 

Group Means imputation to replace the missing values in the data set. 
 

1. Open the file FISHMISS.MDD located in the SAMPLES subdirectory. 

2. To perform Group Means Imputation, from the datasheet menu bar select Analyze > Single 

Imputation, then choose Group Means... 

Multiple selection of variables (using drag-and-drop) is supported and is described earlier in this manual. 

3. Select the variable(s) you want to impute (SEPALWID and PETALLEN) by dragging and dropping 

the variable(s) from the Variables list to the Variables to Impute field. 

4. Drag and drop your grouping variable from the Variable list to the Grouping Variable field. If you 

have chosen a grouping variable that has not been previously categorized, the system warns you that 

you must group the variable. If you do not specify a grouping variable, the overall mean for the 

variable will be imputed. 

For this example, the variables we want to impute are SEPALWID and PETALLEN, so drag and drop them from the 

Variables list to the Variables to Impute field. Our grouping variable is the variable SPECIES, so this should be 

dragged to the Grouping Variable field. 
 

 
 

5. When you are satisfied with your choice, click OK. The imputed data set is displayed with the imputed 

values appearing in pink. This imputed data set can be saved for later analysis, or exported to various 

other statistics packages (see Chapter 1 – Data Management in the Systems Manual). 

Hot-Decking 

This method sorts respondents and non-respondents into a number of imputation subsets according to a user-specified 

set of covariates. An imputation subset comprises cases with the same values as those of the user-specified 
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covariates. Missing values are then replaced with values taken from matching respondents (i.e. respondents that are 

similar with respect to the covariates). If there is more than one matching respondent for any particular non-

respondent, the user has two choices: 
 

1. The first respondent’s value as counted from the missing entry downwards within the imputation subset 

is used to impute. The reason for this is that the first respondent’s value may be closer in time to the 

case that has the missing value. For example, if cases are entered according to the order in which they 

occur, there may possibly be some type of time effect in some studies. 

2. A respondent’s value is randomly selected from within the imputation subset. If a matching respondent 

does not exist in the initial imputation class, the subset will be collapsed by one level starting with the 

last variable that was selected as a sort variable, until a match can be found. Note that if no matching 

respondent is found, even after all of the sort variables have been collapsed, three options are available: 

- Re-specify new sort variables 

 The user can specify up to five sort variables. 

- Perform random overall imputation 

 Where the missing value will be replaced with a value randomly selected from the observed 

values in that variable. 

- Do not impute the missing value 

 SOLASTM will not impute any missing values for which no matching respondent is found. 
 

Hot-Decking  Example 

This example also uses the data set FISHMISS.MDD. 

1. Open the file FISHMISS.MDD. 

2. To perform Hot-deck Imputation, from the datasheet menu bar select Analyze > Single Imputation, 

and Hot Deck... 

3. Again, the variables we want to impute are SEPALWID and PETALLEN, so drag them into the 

Variables to Impute field. 

For this example we will use SPECIES and SEPALLEN as our sort variables. The order in which the Variables for 

Sort are specified is important, because if no matching respondent is found in the initial imputation class, the class 

will be collapsed by one level according to the last variable specified in the Variables for Sort field. 
 

4. Since we would expect irises of the same species to be similar with respect to the various 

measurements, we select SPECIES as our primary sort variable, and then select SEPALLEN as the 

secondary sort variable. 

 
 

5. Under Rule to apply when more than one matching respondent is found, choose Randomly select 

from matching respondents. 

6. Under Rule to apply when no matching respondent is found, choose Re-specify new sort variables. 

7. When you are satisfied with your choice, click OK. The imputed values are displayed in the color 

orange. 

The system sorts the data set in ascending order, so SPECIES is sorted first, and SEPALLEN is sorted next. Then, 

for each missing value, the system finds all respondents with matching values for these two variables. Thus, case #96 

(which is missing in SEPALWID) has SPECIES=1 and SEPALLEN=5.0. There are 7 respondents in this 

imputation class (cases #1, #42, #55, #56, #68, #73 and #108), with matching values for SPECIES and SEPALLEN, 

and a randomly selected respondent is used to impute the missing value. 
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NOTE: If your sort variables are continuous variables with significant decimal places, exact matches may not occur. 

You could use the Transform feature to take the integer value of variables that you want to use for sorting. 

This imputed data set can be saved for later analysis or exported to any other statistics package. (See Chapter 1 -Data 

Management in the Systems Manual.) 

 

Last Value Carried Forward 

The Last Value Carried Forward (LVCF) technique can be used when the data are longitudinal (i.e. repeated 

measures have been taken per subject). The last observed value is used to fill in missing values at a later point in the 

study. Therefore one makes the assumption that the response remains constant at the last observed value. 

 

This assumption can be biased if the timing and rate of withdrawal is related to the treatment. For example, in the 

case of degenerative diseases, using the last observed value to impute for missing data at a later point in the study 

means that a high observation will be carried forward, resulting in an overestimation of the true end-of-study 

measurement. 

 

LVCF  Example 

This example uses the data set MI_TRIAL.MDD (located in the SAMPLES subdirectory). 

 

Define Longitudinal Variables 

Since LVCF can only be performed on longitudinal variables in SOLAS
TM

, our first step will be to define the 

Longitudinal Variables in the data set. 

1. Open the file MI_TRIAL.MDD. 

2. From the Variables menu, select Define Variables > Longitudinal... 

3. The system assigns the default name LVar1 to the first longitudinal variable. Just type MeasA into the 

Name field to replace the default name. 

4. Click on the variable name in the Elements listbox to enable the Initialize From Variable Name 

button, then press this button to include all the “MeasA” variables in the Elements in Variable field. 

5. The system automatically assigns a period value of zero to the first element, and the remaining elements 

will be assigned period values of 1, 2, etc. You can change these values by typing in new values. 

For example, you might want to change the default period values if your repeated measurement were taken at baseline 

month1, month6, and month8, i.e. at unequal time intervals. By setting the period values to 1, 6, and 8, you will 

ensure that linear interpolation of bounded missings will be correct. Here the measurements were taken at month1, 

month2, and month3, so the default values do not need be changed. 
 

6. Click on New Variable to define the elements of our second longitudinal variable. 

7. A dialog box appears, asking if you want to save your changes to the longitudinal variable MeasA. 

Click Yes. 

8. Type the name MeasB in the name field, then click on the variable name in the Elements listbox to 

enable the Initialize From Variable Name button, then press this button to include all the “MeasB” 

variables in the Elements in Variable field. 

9. When you are satisfied that you have defined your longitudinal variable correctly, click OK to finish. 

 
 

LVCF Imputation 

1. To perform LVCF Imputation, choose Single Imputation > Last Value Carried Forward from the 

datasheet Analyze menu. 
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2. The two longitudinal variables that we created appear in the Longitudinal Variables list. Drag and drop 

the variables MeasA and MeasB from the Longitudinal Variables list into the Variables to Impute 

field. 

 
 

3. When you are satisfied with your choice, click OK. The imputed data set is displayed with the imputed 

values appearing in Blue/Grey. 

 
The value from the last observed period is carried forward to fill in for missing values in later periods. For example; 

case #7 has a baseline value of 147 for MeasA, but is missing for all subsequent periods. This value of 147 is carried 

forward to fill in for these missing periods. This imputed data set can be saved for analysis later, or exported to any 

other statistics package (see Chapter 1 – Data Management in the Systems Manual). 

 

Predicted Mean Imputation 

Predicted Mean Imputation is performed using an Ordinary Least-Squares Regression or a Discriminant analysis. A 

general description of these methods is given below. 

 

Ordinary Least-Squares 
Using the Least-squares method, missing values are imputed using predicted values from the corresponding 

covariates using the estimated linear regression models. This method is used to impute all the continuous variables in 

a data set. 

 

Discriminant  
Discriminant Multiple Imputation is a model based method for binary or categorical variables. For each missing data 

entry, the category with the largest conditional probability given the values of the selected covariates is imputed. 

More detailed information can be found in Appendix D – Discriminant Multiple Imputation. 

 

Predicted Mean Imputation – Example 

This example uses the data set MI_TRIAL.MDD (located in the SAMPLES subdirectory). 
 

1. Open the datasheet MI_TRIAL.MDD, select Analyze > Single Imputation, and the Predicted Mean 

option to display the Specify Predicted Mean window. 

2. Drag the variables to be imputed, the chosen Covariates, and the Grouping Variable between the 

Variable(s), the Variable(s) to Impute, and the Covariate(s) listboxes, and Grouping Variable 

datafield. 

3. For this example we have chosen the Variables to be imputed as MeasA_1 and MeasA_2, the variable 

MeasA_0 as the Covariate. 

NOTE: You cannot drag variables that do not contain missing values into the “Variable(s) to Impute” listbox. 

4. When the required variables have been selected, press the OK button to display the Specify Predicted 

Mean window shown below: 
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5. After pressing the OK button, new datasheet window is displayed where the imputed values are 

displayed as green text, and an Imputation Report (shown in part below) can be selected from the 

View menu: 

  
 

NOTE: There are no missing values in the variable chosen as the Covariate in this example, but if there were, the 

following window would be displayed: 

 
 

Then: 

1. If the Use hot-deck imputation option is chosen, you must select a variable in the dropdown listbox 

that will be used to impute the missing values in the Covariate. The dropdown list contains a list of all 

of the variables in the data set, in the same order as they appear in the datasheet. If more than one 

matching respondent is found, a value is randomly selected from within the imputation class. If no 

matching respondent is found, the respondent is selected at random from all the used cases. 

2. If the Include a missingness indicator is chosen for a covariate x, then the independent variable x is 
changed into Rx*x and the intercept is adjusted by adding the independent variable 1-Rx to the 
regression model, where Rx is the response indicator vector for the incomplete covariate x. See 
Appendix C – Multiple Imputation – Predictive Model Based Method. 

3. If the Exclude option is chosen, all of those cases that are missing in the Covariate are excluded, and 

no missing values will be imputed for these cases. 
NOTE: Unless another Covariate is chosen, the Covariate with missing values discussed above will be used in all 

subsequent steps of the imputation. 

And: 

4. If a nominal variable(s) is chosen as the Covariate(s) you will be prompted to create design variables 

and these will be used in the regression analysis. 

5. If there are no groups in the variable chosen as a grouping variable, you will be prompted to group the 

variable. 
NOTE: There are no missing values in the variable chosen as a grouping variable for this example, but if there were, 
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the following window would be displayed: 
 

 
 

Then: 

6. If the Use the hot-deck option is chosen, you must select a variable in the dropdown listbox that will 

be used to impute the missing values in the grouping variable. The dropdown list will contain a list of 

all of the variables in the data set, in the same order as they appear in the datasheet. 

If more than one matching respondent is found, a value is randomly selected from within the imputation class. If no 

matching respondent is found, the respondent is selected at random from all of the used cases. 

7. If the Exclude option is chosen, all of those cases that are missing in the grouping variable are 

excluded, and no missing values will be imputed in these cases 
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Multiple Imputation in SOLAS
TM

 5.0 

Multiple Imputation replaces each missing value in the data set with several imputed values instead of just one. First 

proposed by Rubin in the early 1970's as a possible solution to the problem of survey non-response, the method 

corrects the major problems associated with single imputation (see Appendix F, references [1] to [5]). Multiple 

Imputation creates M imputations for each missing value, thereby reflecting the uncertainty about which value to 

impute. 

 
The first set of the M imputed values is used to form the first imputed data set, the second set of the M imputed 

values is used to form the second imputed data set, and so on.  

 

In this way M imputed data sets are obtained. Each of the M imputed data sets is statistically analyzed by the 

complete-data method of choice. This yields M intermediate results. These M intermediate results are then 

combined into a final result, from which the conclusions are drawn, according to explicit formulae (see Appendix 

A). The extra inferential uncertainty due to missing data can be assessed by examining the between imputation 

variance and the following related measures: 

 

- The relative increases in variance due to non-response (Rm) and the fraction of information missing 

due to missing data (γm). 

 

General 

Before the imputations are actually generated, the missing data pattern is sorted as close as possible to a Monotone 

missing data pattern, and each missing data entry is labelled as either Monotone missing or Non-monotone missing, 

according to where it fits in the sorted missing data pattern. 

 

Missing Data Pattern 

The Missing Data Pattern window displays missing data patterns from your data set before and after imputation. 

You can display the Specify Missing Data Pattern window (shown below) from the View menu of a datasheet. 

Using this window you specify which variables should be used to determine a missing data pattern. You can also 

specify a grouping variable, in which case separate patterns will be generated for each group.
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After specifying the variables to use and pressing the OK button, a Missing Data Pattern window is displayed 

(below left) with the missing pattern before imputation. From the View menu of a Missing Data Pattern window 

you can display the Monotone pattern (below right). You can also display a legend from which you can easily 

identify the missing data type(s). 

 

  
 

From the View menu of a Missing Data Pattern window you can display Pairwise Missingness/Presence. These 

display a matrix that contains the number of cases that are missing/present in each pair of variables. 

 

If you right-click on any of the cells in the missing pattern, a new panel will display the case number, the variable 

name, and its status. Also from the View menu, you display an Options window which allows you to choose 

between various options to use in the display. 
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The third view of your data set is displayed from the View menu of the Output pages after you have performed the 

imputation (see Multiple Imputation - Output later in this manual). You can also use the View menu Legend option 

to display a colored legend that identifies the method of imputation used for the missing data. 

 

Monotone Missing Data Pattern 

A monotone missing data pattern occurs when the variables can be ordered, from left to right, such that a variable to 

the left is at least as observed as all variables to the right. For example, if variable A is fully observed and variable B 

is sometimes missing, A and B form a monotone pattern. Or if A is only missing if B is also missing, A and B form 

a monotone pattern. If A is sometimes missing when B is observed, and B is sometimes missing when A is 

observed, then the pattern is not monotone (e.g. see Little and Rubin, 1987, Section 6.4, and References [6] and [7] 

in Appendix F.) 

 

We also distinguish between a missing data pattern and a local missing data pattern: 

 

 A missing data pattern refers to the entire data set, such as a Monotone missing data pattern. 

 A local missing data pattern for a case refers to the missingness for a particular case of a data set. 

 A local missing data pattern for a variable refers to the missingness for that variable. 

 

NOTE: If two cases have the same sets of observed variables and the same sets of missing variables, then these two 

cases have the same local missing data pattern. 

 

A Monotone pattern of missingness, or a close approximation to it can be quite common. For example, in 

longitudinal studies, subjects often drop out as the study progresses so that all subjects have time 1 measurements, a 

subset of subjects have time 2 measurements, only a subset of those subjects have time 3 measurements, and so on. 

 

SOLASTM sorts variables and cases into a pattern that is as close as possible to a Monotone pattern. Monotone 

patterns are attractive, because the resulting analysis is flexible. The resulting imputation is completely principled 

since only observed/real data are used in the model to generate the imputed values. See Rubin, 1987, Chapter 5. 

 

Collapse Missing Data Pattern 

For larger data sets it can be difficult to interpret the missing data pattern. In SOLASTM 5.0 there is a new option to 

collapse a missing data pattern. This option looks at the pattern of missing and observed variables for each case. It 

displays the various patterns that occur in the data indicating how many times that particular pattern occurs.  
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The left hand image above shows the first 46 cases in the standard missing data pattern. There are a total of 399 

cases in the dataset so the user has to scroll down the screen to see the entire pattern. However it is now possible to 

collapse the pattern to make it more readable. From the View menu you can select Collapse and this will condense 

the pattern into the minimal display possible. From the image on the left it can be seen that cases 1, 2, 8, 19, 29, 31, 

33 and 34 all contain missing values for variables #3 and #8. From the collapsed image on the right we see that this 

pattern occurs 43 times throughout the entire dataset.  

 

In the collapsed image the first column indicates the number of rows that have that particular pattern. The final row 

gives the total number of missing values for that variable. 

 

Example of Sorting into a Monotone Missing Data Pattern 

In SOLASTM 5.0, finding a Monotone missing data pattern consists of three main processes. The first process sorts 

the variables in a datasheet from the most observed to the least observed. 

 

This is demonstrated using a simple datasheet and the Variables List window. By selecting the View menu in a 

datasheet window, you can display the Missing Data Pattern, and from the View menu in the Missing Data Pattern 

window you can display the Variable List windows as shown in this example. The datasheet, the unsorted data in the 

Missing Data Pattern window and the unsorted Variable List window are shown below: 
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The new pattern (after sorting) can be viewed in the Missing Pattern window and in the Variable list window. 

Missing cases are represented by the darkened squares. All variables with the same local missing data pattern are 

adjacent. After sorting the variables from most observed to least observed in the first process, we have the following 

result. 

 
The second process rearranges the cases. Starting with the least missing variable (#6), cases with the most missing 

values are moved towards the bottom of the sort order, and this process is repeated for the next least missing 

variable (#5) as shown in the left and right-hand images below: 

  
The same process is continued for variables #4, #3, and #2 as shown in the left-hand image below. All cases with the 

same local missing data pattern are adjacent. 

 

Finally, an additional scan is performed to determine whether any of the variables that lie outside the Monotone 

pattern can be moved in order to include more missing values in the Monotone pattern. In this example, swapping 

the first two variables results in extra missing values being included in the Monotone pattern. The result of this 

process is shown in the right-hand image below. 

  
The right-hand image above displays the final result in constructing an approximate Monotone pattern for the 

example datasheet shown earlier. The missing values in the lower right corner are labelled as Monotone missing, 

and the others as Non-monotone missing. 
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Predictive Model Based Method 

If Predictive Model Based Multiple Imputation is selected, then an ordinary least-squares regression method of 

imputation is applied to the continuous, integer, and ordinal imputation variables, and discriminant multiple 

imputation is applied to the nominal imputation variables. 

 

Ordinary Least-squares Regression 

The predictive information in a user-specified set of covariates is used to impute the missing values in the variables 

to be imputed. First, the Predictive Model is estimated from the observed data. Using this estimated model, new 

linear regression parameters are randomly drawn from their Bayesian posterior distribution. The randomly drawn 

values are used to generate the imputations, which include random deviations from the model’s predictions. 

 

Drawing the exact model from its posterior distribution ensures that the extra uncertainty about the unknown true 

model is reflected. 

 

In the system, multiple regression estimates of parameters are obtained using the method of least squares. If you 

have declared a variable to be nominal, then you need design variables (or dummy variables) to use this variable as a 

predictor variable in a multiple linear regression. The system’s multiple regression allows for this possibility and 

will create design variables for you. 

 

Generation of Imputations 

Let Y be the variable to be imputed, and let X be the set of covariates. Let Yobs be the observed values in Y, and Ymis 

the missing values in Y. Let Xobs be the units corresponding to Yobs 

 

The analysis is performed in two steps: 

1. The Linear Regression Based Method regresses Yobs on Xobs to obtain a prediction equation of the 

form: Ymis a bXmis. 

2. A random element is then incorporated in the estimate of the missing values for each imputed data set. 

The computation of the random element is based on a posterior drawing of the regression coefficients 

and their residual variances. 

 

Refer to Appendix C for more detailed information about the analysis that is performed for Multiple Imputation 

using the Predictive Model Based Method. 

 

Posterior Drawing of Regression Coefficients and Residual 

Variance 

Parameter values for the regression model are drawn from their posterior distribution given the observed data using 

non-informative priors. In this way, the extra uncertainty due to the fact that the regression parameters can be 

estimated, but not determined, from Yobs and Xobs is reflected. 

 

Using estimated regression parameters rather than those drawn from its posterior distribution can produce improper 

results, in the sense that the between imputation variance is underestimated.  

 

For more detailed information see Appendix C – Multiple Imputation – Predictive Model Based Method. 

 

Discriminant Multiple Imputation 

Discriminant multiple imputation is a model based method for imputing binary or categorical variables. 

 

Let i,…,s be the categories of the categorical imputation variable y. Bayes’ Theorem is used to calculate the 

probability that a missing value in the imputation variable y is equal to its jth
 category given the set of the observed 

values of the covariates and of y. 

 

For more details see Appendix D – Discriminant Multiple Imputation. 
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Propensity Score Method 

The system applies an implicit model approach based on Propensity Scores and an Approximate Bayesian Bootstrap 

to generate the imputations. The underlying assumption about Propensity Score Multiple Imputation is that the non-

response of an imputation variable can be explained by a set of covariates using a logistic regression model. The 

multiple imputations are independent repetitions from a Posterior Predictive Distribution for the missing data, given 

the observed data. 

 

Variables are imputed from left to right through the data set, so that values that are imputed for one variable can be 

used in the prediction model for missing values occurring in variables to the right of it. The system creates a 

temporary variable that will be used as the dependent variable in a logistic regression model. This temporary 

variable is a response indicator and will equal 0 for every case in the imputation variable that is missing and will 

equal 1 otherwise. 

 

The independent variables for the model will be a set of baseline/fixed covariates that we think are related to the 

variable we are imputing. For example, if the variable being imputed is period t of a longitudinal variable, the 

covariates might include the previous periods (t-1, t-2,...). 

 

The regression model will allow us to model the “missingness” using the observed data. Using the regression 

coefficients, we calculate the propensity that a subject would have a missing value in the variable in question. In 

other words, the propensity score is the conditional probability of “missingness”, given the vector of observed 

covariates. 

 

Each missing data entry of the imputation variable y is imputed by values randomly drawn from a subset of 

observed values of y, i.e. its donor pool, with an assigned probability close to the missing data entry that is to be 

imputed. The Donor Pool defines a set of cases with observed values for that imputation variable. 

 

Defining Donor Pools Based on Propensity Scores 

Using the options in the Donor Pool window, the cases of the data sets can be partitioned into c donor pools of 

respondents according to the assigned propensity scores, where c=5 is the default value of c. This is done by sorting 

the cases of the data sets according to their assigned propensity scores in ascending order. 

 

The Donor Pool page gives the user more control over the random draw step in the analysis. 

You are able to set the sub-set ranges and refine these ranges further using another variable known as the 

Refinement Variable that is described below. 

 

Three ways of defining the Donor Pool sub-classes are provided: 

 

1. You can divide the sample into c equal sized subsets; the default will be 5. If the value of c results in 

not more than 1 case being available to the selection algorithm, c will decrement by 1 until such time 

as there is sufficient data. The final value of c used is included in the Imputation Report output 

described later in this manual. 

2. You can use the subset of c cases that are closest with respect to propensity score. This option allows 

you to specify the number of cases that are to be included in the sub-class. The default c will be 10 

and cannot be set to a value less than 2. If less than 2 cases are available, a value of 5 will be used for 

c. 

3. You can use the subset of d% of the cases that are closest with respect to propensity score. This is the 

percentage of “closest” cases in the data set to be included in the sub-class. The default for d will be 

10.00 and cannot be set to a value that will result in less than 2 cases being available. If less than 2 

cases are available, a d value of 5 will be used. 

 

Refer to Appendix E – Propensity Score Multiple Imputation for more detailed information. 

 

Mahalanobis Distance Matching Method 

The Mahalanobis distance is a metric that can be used to measure the dissimilarity between two vectors. In this case, 

the vectors will be cases from the dataset and they will be composed of the values from the covariates specified for 

the calculation.  
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Generation of Imputations 

Consider that y


represents the vector for the case containing the missing value and ix


 is a complete case.  The 

distance between these is calculated as follows: 

     yxSyxyxd i

T

ii


 1,  

where S  is the covariance matrix. 

 

Each missing value from the imputation variable y is imputed by values randomly drawn from a subset of observed 

values, i.e. its donor pool, with the shortest Mahalanobis distance to the missing data entry that is to be imputed. The 

Donor Pool defines a set of cases with observed values for that imputation variable. 

 

Defining Donor Pools Based on Mahalanobis Distances 

The Donor Pool page gives the user control over the random draw step in the analysis. You are able to set the sub-

set ranges and refine these ranges further using another variable known as the Refinement Variable that is described 

below. 

 

Two ways of defining the Donor Pool sub-classes are provided: 

 

1. You can use the subset of c cases that are closest with respect to Mahalanobis distance. This option 

allows you to specify the number of cases that are to be included in the sub-class. The default c will be 

10 and cannot be set to a value less than 2. If less than 2 cases are available, a value of 5 will be used 

for c. 

2. You can use the subset of d% of the cases that are closest with respect to Mahalanobis distance. This 

is the percentage of “closest” cases in the data set to be included in the sub-class. The default for d 

will be 10.00 and cannot be set to a value that will result in less than 2 cases being available. If less 

than 2 cases are available, a d value of 5 will be used. 

 

Predictive Mean Matching Method 

If Predictive Mean Matching Multiple Imputation is selected, then an ordinary least-squares regression method is 

applied to the continuous, integer, and ordinal imputation variables, and discriminant multiple imputation is applied 

to the nominal imputation variables. 

 

The predictive information in a user-specified set of covariates is used to impute the missing values in the variables 

to be imputed. First, the Predictive Model is estimated from the observed data. There is an option to use either the 

estimated model or using this estimated model, draw new linear regression parameters randomly from their 

Bayesian posterior distribution. The randomly drawn values are used to generate the imputations, which include 

random deviations from the model’s predictions. Drawing the exact model from its posterior distribution ensures 

that the extra uncertainty about the unknown true model is reflected. 

 

In the system, multiple regression estimates of parameters are obtained using the method of least squares. If you 

have declared a variable to be nominal, then you need design variables (or dummy variables) to use this variable as a 

predictor variable in a multiple linear regression. The system’s multiple regression allows for this possibility and 

will create design variables for you. 

 

Generation of Imputations 

Let Y be the variable to be imputed, and let X be the set of covariates. Let Yobs be the observed values in Y, and Ymis 

the missing values in Y. Let Xobs be the units corresponding to Yobs. The Linear Regression Based Method regresses 

Yobs on Xobs to obtain a prediction equation of the form: Y a bX. Predicted values are then estimated for all cases 

in the dataset, regardless of whether they have values missing or not. These predictions are then used to create donor 

pools. 

 

Defining Donor Pools Based on Predicted Values 

Using the options in the Donor Pool window, the cases of the data sets can be partitioned into c donor pools of 

respondents according to the assigned predicted values, where c=5 is the default value of c. This is done by sorting 

the cases of the data sets according to their assigned predicted values in ascending order. 
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The Donor Pool page gives the user more control over the random draw step in the analysis. You are able to set the 

sub-set ranges and refine these ranges further using another variable known as the Refinement Variable that is 

described below. 

 

Three ways of defining the Donor Pool sub-classes are provided: 

 

1. You can divide the sample into c equal sized subsets; the default will be 5. If the value of c results in 

not more than 1 case being available to the selection algorithm, c will decrement by 1 until such time 

as there is sufficient data. The final value of c used is included in the Imputation Report output 

described later in this manual. 

2. You can use the subset of c cases that are closest with respect to propensity score. This option allows 

you to specify the number of cases that are to be included in the sub-class. The default c will be 10 

and cannot be set to a value less than 2. If less than 2 cases are available, a value of 5 will be used for 

c. 

3. You can use the subset of d% of the cases that are closest with respect to predicted value. This is the 

percentage of “closest” cases in the data set to be included in the sub-class. The default for d will be 

10.00 and cannot be set to a value that will result in less than 2 cases being available. If less than 2 

cases are available, a d value of 5 will be used. 

 

Propensity Score/Predictive Mean/Mahalanobis Distance 

Combination Method 

The system employs the three methods outlined previously to generate imputations. Propensity Scores (p. 22) and 

Predicted Values (p.23) are calculated for all cases in the dataset. The same set of covariates is used for both 

calculations. Once these calculations are completed the propensity scores and predicted values are then treated as 

additional variables in the dataset and they are used as the covariates for the Mahalanobis Distance method (p. 22).  

 

Refinement variable 

For all of the methods that use a donor pool to generate imputations it is possible to specify a refinement variable. 

Using the Donor Pool window, a refinement variable w can be chosen, and can be applied to each of the Donor Pool 

options described above. For each missing value of y that is to be imputed, a smaller sub-set is selected on the basis 

of the association between y and w. This smaller sub-set will then be used to generate the imputations. 

 

For each missing value of y, the imputations are randomly drawn according to the Approximate Bayesian Bootstrap 

method from the chosen sub-set of observed values of y. 

 

Using this method (also described in Rubin, (1987) Multiple Imputation for Nonresponse in Surveys, referenced in 

Appendix F [1]), a random sample (with replacement) is randomly drawn from the chosen sub-set of observed 

values to be equal in size to the number of observed values in this sub-set. The imputations are then randomly drawn 

from this sample. 

 

The Approximate Bayesian Bootstrap method is applied in order to reflect the extra uncertainty about the predictive 

distribution of the missing value of y, given the chosen sub-set of observed values of y. This predictive distribution 

can be estimated from the chosen sub-set of observed values of y, but not determined. Drawing the imputations 

randomly from the chosen sub-set of observed values rather than applying the Approximate Bayesian Bootstrap, 

would result in improper imputation in the sense that the between imputation variance is underestimated. 

 

Bounded Missing 

This type of missing value can only occur when a variable is longitudinal. It is a missing value that has at least one 

observed value before, and at least one observed value after the period for which it is missing. The following table 

shows an example of bounded missing values. The variables Month1 to Month6 are a set of longitudinal measures. 

 

Patient Month1 Month2 Month3 Month4 Month5 Month6 

101 10 * * 20 * 50 

102 20 40 * 30 * * 

103 30 * * * * 50 

* = missing, shaded = bounded missing 
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Linear interpolation can be used to fill in missing values that are longitudinal variables. So for example, using linear 

interpolation, patient 101’s missing values for months 2, 3, and 5 would be imputed as follows: 

 

 
So the imputed value for month 2 will be 13.33, the imputed value for month 3 will be 16.67, and for month 5 will 

be 35. 

 

Generating the Multiple Imputations 

After the missing data pattern is sorted and the missing data entries are either labelled as Non-monotone missing or 

Monotone missing, the imputations are generated in two steps. 

 

1. The Non-monotone missing data entries are imputed first. 

2. Then the Monotone missing data entries are imputed using the previously imputed data for the Non-

monotone missing data entries. 

 

The Non-monotone missing data entries are always imputed using a Predictive Model Based Multiple Imputation. 

The Monotone missing data entries are imputed by the user-specified method, which can be either the Predictive 

Model Based method, the Propensity Score method, the Mahalanobis Distance Matching method, the Predictive 

Mean Matching method or the Combination method. 

 

Covariates that are used for the generation of the imputations are selected for each imputation variable separately. 

For each imputation variable, two sets of covariates are selected. One set of covariates is used for imputing the Non-

monotone missing data entries and the other set of covariates is used for imputing the Monotone missing data entries 

in that variable. After the missing data pattern is sorted, the missing data entries are labelled as Non-monotone or 

Monotone. For both sets of selected covariates for an imputation variable, a special subset is the fixed covariates. 

 

Fixed covariates are all selected covariates other than imputation variables and are used for the imputation of 

missing data entries for Monotone and Non-monotone missing patterns. This is only the case for fixed covariates. 

 

Imputing the Non-monotone Missing Data 

The Non-monotone missing data are imputed for each sub-set of missing data by a series of individual linear 

regression multiple imputations (or discriminant multiple imputations) using as much as possible observed and 

previously imputed data. Information about Linear Regression and Discriminant Multiple Imputation in SOLASTM
 

5.0 can be found in Appendix C – Multiple Imputation – Predictive Model Based Method. 

 

First, the leftmost Non-monotone missing data are imputed. Then the second leftmost Non-monotone missing data 

are imputed using the previously imputed values. This process continues until the rightmost Non-monotone missing 

data are imputed using the previously imputed values for the other Non-monotone missing data in the same sub-set 

of cases.  

 

The user can specify, or add, covariates for use in the Predictive Model for any variables that will be imputed. More 

information about using covariates is given in the example below. 
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Imputing the Monotone Missing Data 

The Monotone missing data are sequentially imputed for each set of imputation variables with the same local pattern 

of missing data. First the leftmost set is imputed using the observed values of this set and its selected fixed 

covariates only. Then the next set is imputed using the observed values of this set, the observed and previous 

imputed values of the first set, and the selected fixed covariates. 

 

This continues until the Monotone missing data of the last set is imputed. For each set, the observed values of this 

set, the observed and imputed values of the previously imputed sets, and the fixed covariates are used. If 

multivariate propensity score multiple imputation is selected for the imputation of the Monotone missing data, then 

this method is applied for each subset of sets having the same local missing data pattern. 

 

Short Examples 

These short examples use the data set MI_TRIAL.MDD (located in the SAMPLES subdirectory). This data set 

contains the following 11 variables measured for 50 patients in a clinical trial: 

- OBS - Observation number. 

- SYMPDUR - Duration of symptoms. 

- AGE - The patient’s age. 

- MeasA_0, MeasA_1, MeasA_2, and MeasA_3. The baseline measurement for the response variable 

MeasA and three post-baseline measurements taken at month 1, month 2, and month 3. 

- MeasB_0, MeasB_1, MeasB_2, and MeasB_3. The baseline measurement for the response variable 

MeasB and three post-baseline measurements taken at month 1, month 2, and month 3. 

The variables OBS, SYMPDUR, AGE, MeasA_0, and MeasB_0 are all fully observed, and the remaining 6 

variables contain missing values. To view the missing pattern for this data set, do the following: 

1. From the datasheet window, select View and Missing Data Pattern…. In the Specify Missing Data 

Pattern window, press the Use All button. From the View menu of the Missing Data Pattern window 

select Collapse to display the window shown below: 

 
2. From the View menu of the Missing Data Pattern window, select View Monotone Pattern.  
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Note that after sorting the data into a Monotone pattern, the time structure of the longitudinal measures is preserved, 

so the missing data pattern in this data set is Monotone over time. 

3. To close the Missing Data Pattern window, select File and Close. 

 

It is also possible to plot variables that contain missing variables. 

  

1. From the Plot menu select Marginplot… 

 

 
 

2. Select which variables are to be plotted using the drag and drop method. 

 

 
 

3. The fully observed cases are plotted as a normal scatterplot. On the X-axis there are two box-plots. 

The blue (upper) box represents the observed values. The red (lower) box represents the values that 

have an observed value for AGE but none for MeasA_3. The same types of boxplots are available on 

the Y-axis but because the AGE variable is fully observed there is only one boxplot present. This 

allows the user to see how the cases with missing values are distributed within other variables. 
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Predictive Model Based Method – Example 

We will now multiply impute all of the missing values in this data set using the Predictive 

Model Based Method by executing the following steps: 

 

1. From the Analyze menu, select Multiple Imputation and Predictive Model Based Method. 

2. The Specify Predictive Model window is displayed. The window opens with two pages or tabs: Base  

Setup and Advanced Options. As soon as you select a variable to be imputed, a Non-Monotone tab 

and a Monotone tab are also displayed. 

 

Base Setup 

Selecting the Base setup tab allows you specify which variables you want to impute, and which variables you want to 

use as covariates for the predictive model. 

 
1. Using the datasheet MI_TRIAL, drag-and-drop the variables MeasA_1, MeasA_2, MeasA_3, 

MeasB_1, MeasB_2, MeasB_3 into the Variables to Impute field. 

2. Drag and drop the variables SYMPDUR, AGE, MeasA_0, and MeasB_0 into the Fixed Covariates 

field. 

3. As there is no Grouping variable in this data set, we can leave this field blank. 

 

Non-Monotone 

Selecting the Non-monotone tab allows you to add or remove covariates from the predictive model used for imputing 

the non-monotone missing values in the data set. (These can be identified in the Missing Data Pattern mentioned 

earlier.) 

 

You select the + or - signs to expand or contract the list of covariates for each imputation variable. 
 

 
 

For each imputation variable, the list of covariates will be made up of the variables specified as Fixed Covariates in 

the Base Setup tab, and all of the other imputation variables. Variables can be added and removed from this list of 

covariates by simply dragging and dropping the variable from the covariate list to the variables field, or vice versa. 

Even though a variable appears in the list of covariates for a particular imputation variable, it might not be used in the 

final model. 
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The program first sorts the variables so that the missing data pattern is as close as possible to monotone, and then, for 

each missing value in the imputation variable, the program works out which variables, from the total list of covariates, 

can be used for prediction. 

 

By default, all of the covariates are forced into the model. If you uncheck a covariate, it will not be forced into the 

model, but will be retained as a possible covariate in the stepwise selection. Details of the models that were actually 

used to impute the missing values are included in the Output Log that can be selected from the View menu of the 

Multiply-Imputed Data Pages. These data pages will be displayed after you have specified the imputation and pressed 

the OK button in the Specify Predictive Model window. 

 

Monotone 

Selecting the Monotone tab allows you to add or remove covariates from the predictive model used for imputing the 

monotone missing values in the data set. (These can be identified in the Missing Data Pattern mentioned earlier.) 
 

 

Again, you select the + or - signs to expand or contract the list of covariates for each imputation variable. 

 

For each imputation variable, the list of covariates will be made up of the variables specified as Fixed Covariates in 

the Base Setup tab, and all of the other imputation variables. Variables can be added and removed from this list by 

simply dragging and dropping. Even though a variable appears in the list of covariates for a particular imputation 

variable, it might not be used in the final model. The program first sorts the variables so that the missing data pattern 

is as close as possible to monotone, and then uses only the variables that are to the left of the imputation variable as 

covariates. Details of the models that were actually used to impute the missing values are included in the Output 

Log. 

 

Advanced Options 

Selecting the Advanced Options tab displays a window that allows you to choose control settings for the 

regression/discriminant model. 

 
Randomization  

Main Seed Value 
The Main Seed Value is used to perform the random selection within the propensity subsets. The default seed is 12345. 

If you set this field to blank, or set it to zero, then the clock time is used. 
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Output Log 
The Output Log is a comprehensive list of regression equations etc. that have been calculated for the imputed 

variable(s). 
 
Least  Squares Regression  
Tolerance 

The value set in the Tolerance datafield controls numerical accuracy. The tolerance limit is used for matrix inversion 

to guard against singularity. No independent variable is used whose R
2 

with other independent variables exceeds (1-

Tolerance). You can adjust the tolerance using the scrolled datafield. 

 

Stepping Criteria 
Here you can select F-to-Enter and F-to-Remove values from the scrolled datafields, or enter your chosen value. If 

you wish to see more variables entered in the model, set the F-to-Enter value to a smaller value. The numerical 

value of F-to-remove should be chosen to be less than the F-to-Enter value. 
 

Output 

When you are satisfied that you have specified your analysis correctly, click the OK button. The multiply-imputed 

datapages will be displayed, with the imputed values appearing in Red or Blue. Refer to “Analyzing Multiple Imputed 

Data sets” (p. 49) for further details of analyzing these data sets and combining the results. 
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Propensity Score Method  Example 

We will now multiply impute all of the missing values in the data set using the Propensity Score Based Method. 

 

1. From the Analyze menu, select Multiple Imputation and Propensity Score Method. 

2. The Specify Propensity Method window is displayed and is a tabbed (paged) window. The window 

opens with two pages or tabs: Base Setup and Advanced Options. As soon as you select a variable to 

be imputed, a Non-Monotone tab, a Monotone tab, and a Donor Pool tab are also displayed. 

 

Base Setup 

Selecting the Base Setup tab allows you specify which variables you want to impute, and which variables you want to 

use as covariates for the logistic regression used to model the missingness. 

 
1. Drag-and-drop the variables MeasA_1, MeasA_2, MeasA_3, MeasB_1, MeasB_2, MeasB_3 into the 

Variables to Impute field. 

2. Drag and drop the variables SYMPDUR, AGE, MeasA_0, and MeasB_0 into the Fixed Covariates 

field. 

3. As there is no Grouping variable in this data set, we can leave this field blank. 

 

Non-Monotone 

Selecting the Non-monotone tab allows you to add or remove covariates from the logistic model used for imputing 

the non-monotone missing values in the data set. (These can be identified in the Missing Data Pattern mentioned 

earlier in the Predictive Model example.) 

 

You select the + or - signs to expand or contract the list of covariates for each imputation variable. 

 
The list of covariates for each imputation variable will be made up of the variables specified as Fixed Covariates in 

the Base Setup tab, and all of the other imputation variables. Variables can be added and removed from this list of 

covariates by simply dragging and dropping the variable from the covariate list to the variables field, or vice versa. 

Even though a variable appears in the list of covariates for a particular imputation variable, it might not be used in the 

final model. 

 

The program first sorts the variables so that the missing data pattern is as close as possible to monotone, and then, for 

each missing value in the imputation variable, the program works out which variables, from the total list of covariates, 

can be used for prediction. 
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By default, all of the covariates are forced into the model. If you uncheck a covariate, it will not be forced into the 

model, but will be retained as a possible covariate in the stepwise selection. Details of the models that were actually 

used to impute the missing values are included in the Output log that can be selected from the View menu of the 

Multiply-Imputed Data Pages. These data pages will be displayed after you have specified the imputation and pressed 

the OK button in the Specify Predictive Model window. 

 

Monotone 

Selecting the Monotone tab allows you to add or remove covariates from the logistic model used for imputing the 

monotone missing values in the data set. (These can be identified in the Missing Data Pattern mentioned earlier.) 
 

 
 
Again, you select the + or - signs to expand or contract the list of covariates for each imputation variable. 

 

The list of covariates for each imputation variable will be made up of the variables specified as Fixed Covariates in 

the Base Setup tab, and all of the other imputation variables. Variables can be added and removed from this list by 

simply dragging and dropping the variable from the list of covariates, to the variables field, or vice versa. Even 

though a variable appears in the list of covariates for a particular imputation variable, it might not be used in the final 

model. 

 

The program first sorts the variables so that the missing data pattern is as close as possible to monotone, and then uses 

only the variables that are to the left of the imputation variable as covariates. Details of the models that were actually 

used to impute the missing values are included in the Output Log. 
 

Donor Pool 

Selecting the Donor pool tab displays the Donor Pool page that allows more control over the random draw step in the 

analysis by allowing the user to define Propensity Score sub-classes. 
 

 
The following options for defining the Propensity Score sub-classes are provided: 

- Divide propensity score into c subsets. The default is 5. 

- Use c closest cases. This option allows you to specify the number of closest cases that are to be 

included in the subset. 

- Use d% of the data set closest cases. This option allows you to specify the number of cases as a 
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percentage. 

 

NOTE:   See Defining Donor Pools Based on Propensity Scores earlier in this manual. 

You can use one Refinement Variable for each of the variables being imputed. Variables can be dragged from the 

Variables listbox to the Refinement Variable column. When you use a refinement variable, the program reduces 

the subset of cases included in the donor pool to include only cases that are close with respect to their values of the 

refinement variable. 

 

You can also specify the number of refinement variable cases to be used in the donor pool. For this example, we will 

use all of the default settings in this tab. 

 

Advanced Options 

Selecting the Advanced Options tab displays the Advanced Options window that allows the user to control the 

settings for the imputation and the logistic regression. 
 

 

 
Randomization 

Main Seed Value 
The Main Seed Value is used to perform the random selection within the propensity subsets. The default seed is 12345. 

If you set this field to blank, or set it to zero, then the clock time is used. 

 

Output Log 
The Output Log is a comprehensive list of regression equations etc. that have been calculated for the imputed 

variable(s). 

 

Least  Squares Regression  
Tolerance 

The value set in the Tolerance datafield controls numerical accuracy. The tolerance limit is used for matrix inversion 

to guard against singularity. No independent variable is used whose R
2 

with other independent variables exceeds (1-

Tolerance). You can adjust the tolerance using the scrolled datafield. 

 

Stepping Criteria 
Here you can select F-to-Enter and F-to-Remove values from the scrolled datafields, or enter your chosen value. If 

you wish to see more variables entered in the model, set the F-to-Enter value to a smaller value. The numerical 

value of F-to-remove should be chosen to be less than the F-to-Enter value. 

 

Logistic Regression Options  
Model Tolerance 

Controls the numerical accuracy. Computations are performed in double precision. Use a value that is greater than 

.000001 but less than 1.0. The default is .0001. 

 

Tail area probabilities to control entry or removal of terms from the model 
Specifies the limits for the tail area probabilities (p-values) for the appropriate χ2 and F values used to control the 

entry and removal of terms. 

 

Entry 
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During forward stepping, the term with the smallest p-value less than the entry value is entered first. If no term in the 

model has a p-value less than this limit, then the term with the largest p-value greater than the removal value is 

removed.  

 

Removal 

During backward stepping, the term with the largest p-value greater than the removal value is removed first. Then any 

terms with entry p-values less than the entry limit are entered. Again, for the purposes of this example, we will run 

the analysis with the default settings. 

Maximum Likelihood Criteria 
 

Maximum iterations to convergence 

Specifies the maximum number of iterations to maximize the likelihood function. The default is 10. 

 

Likelihood function convergence criterion 
Specifies the convergence criterion for the likelihood function. A relative improvement less than this value is 

considered no improvement. The default is .00001. 

 

Parameter estimates convergence criterion 
Specifies the convergence criterion for the parameter estimates. The default is .0001. When you are satisfied that you 

have specified your analysis correctly, click the OK button. The multiply-imputed datapages will be displayed, with 

the imputed values appearing in Red or Blue. Refer to Analyzing Multiply-Imputed Data Sets for further details of 

analyzing these data sets and combining the results. 
 

Output 

When you are satisfied that you have specified your analysis correctly, click the OK button. The multiply-imputed 

datapages will be displayed, with the imputed values appearing in Red or Blue. Refer to “Analyzing Multiple Imputed 

Data sets” (p. 49) for further details of analyzing these data sets and combining the results. 
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Mahalanobis Distance Matching Method  Example 

We will now multiply impute all of the missing values in the data set using the Mahalanobis Distance Matching  Method. 

 

1. From the Analyze menu, select Multiple Imputation and Mahalanobis Method. 

2. The Specify Mahalanobis Method window is displayed and is a tabbed (paged) window. The window 

opens with two pages or tabs: Base Setup and Advanced Options. As soon as you select a variable to 

be imputed, a Non-Monotone tab, a Monotone tab, and a Donor Pool tab are also displayed. 

 

Base Setup 

Selecting the Base Setup tab allows you specify which variables you want to impute, and which variables you want to 

use as covariates for the logistic calculation of the Mahalanobis distances. 

 
1. Drag-and-drop the variables MeasA_1, MeasA_2, MeasA_3, MeasB_1, MeasB_2, MeasB_3 into the 

Variables to Impute field. 

2. Drag and drop the variables SYMPDUR, AGE, MeasA_0, and MeasB_0 into the Fixed Covariates 

field. 

3. As there is no Grouping variable in this data set, we can leave this field blank. 

 

If a centre variable is specified when calculating the Mahalanobis Distance, the covariance matrix used is a weighted 

average taken across the different levels of the Centre Variable, (See Appendix F). 

 

Non-Monotone 

Selecting the Non-monotone tab allows you to add or remove covariates from the logistic model used for imputing 

the non-monotone missing values in the data set. (These can be identified in the Missing Data Pattern mentioned 

earlier in the Predictive Model example.) 

 

You select the + or - signs to expand or contract the list of covariates for each imputation variable. 
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The list of covariates for each imputation variable will be made up of the variables specified as Fixed Covariates in 

the Base Setup tab, and all of the other imputation variables. Variables can be added and removed from this list of 

covariates by simply dragging and dropping the variable from the covariate list to the variables field, or vice versa. 

Even though a variable appears in the list of covariates for a particular imputation variable, it might not be used in the 

final model. 

 

The program first sorts the variables so that the missing data pattern is as close as possible to monotone, and then, for 

each missing value in the imputation variable, the program works out which variables, from the total list of covariates, 

can be used for prediction. 

 

By default, all of the covariates are forced into the model. If you uncheck a covariate, it will not be forced into the 

model, but will be retained as a possible covariate in the stepwise selection. Details of the models that were actually 

used to impute the missing values are included in the Output log that can be selected from the View menu of the 

Multiply-Imputed Data Pages. These data pages will be displayed after you have specified the imputation and pressed 

the OK button in the Specify Predictive Model window. 

 

Monotone 

Selecting the Monotone tab allows you to add or remove covariates used for calculating the Mahalanobis distances 

used for imputing the monotone missing values in the data set. (These can be identified in the Missing Data Pattern 

mentioned earlier.) 

 
Again, you select the + or - signs to expand or contract the list of covariates for each imputation variable. 

 

The list of covariates for each imputation variable will be made up of the variables specified as Fixed Covariates in 

the Base Setup tab, and all of the other imputation variables. Variables can be added and removed from this list by 

simply dragging and dropping the variable from the list of covariates, to the variables field, or vice versa. 
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The program first sorts the variables so that the missing data pattern is as close as possible to monotone, and then uses 

only the variables that are to the left of the imputation variable as covariates. Details of the models that were actually 

used to impute the missing values are included in the Output Log. 
 

Donor Pool 

Selecting the Donor pool tab displays the Donor Pool page that allows more control over the random draw step in the 

analysis by allowing the user to define Mahalanobis Distance sub-classes. 
 

 

The following options for defining the Mahalanobis distance sub-classes are provided: 

- Use c closest cases. This option allows you to specify the number of closest cases that are to be 

included in the subset. 

- Use d% of the data set closest cases. This option allows you to specify the number of cases as a 

percentage. 

 

NOTE:   See Defining Donor Pools Based on Mahalanobis distances earlier in this manual. 

You can use one Refinement Variable for each of the variables being imputed. Variables can be dragged from the 

Variables listbox to the Refinement Variable column. When you use a refinement variable, the program reduces 

the subset of cases included in the donor pool to include only cases that are close with respect to their values of the 

refinement variable. 

 

You can also specify the number of refinement variable cases to be used in the donor pool. For this example, we will 

use all of the default settings in this tab. 

 

Advanced Options 

Selecting the Advanced Options tab displays the Advanced Options window that allows the user to control the 

settings for the imputation. 
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Randomization 

Main Seed Value 
The Main Seed Value is used to perform the random selection within the Mahalanobis distance subsets. The default 

seed is 12345. If you set this field to blank, or set it to zero, then the clock time is used. 

 

Output Log 
The Output Log is a comprehensive list of regression equations etc. that have been calculated for the imputed 

variable(s). 

 

Least  Squares Regression  
Tolerance 
The value set in the Tolerance datafield controls numerical accuracy. The tolerance limit is used for matrix inversion 

to guard against singularity. No independent variable is used whose R
2 

with other independent variables exceeds (1-

Tolerance). You can adjust the tolerance using the scrolled datafield. 

 

Stepping Criteria 
Here you can select F-to-Enter and F-to-Remove values from the scrolled datafields, or enter your chosen value. If 

you wish to see more variables entered in the model, set the F-to-Enter value to a smaller value. The numerical 

value of F-to-remove should be chosen to be less than the F-to-Enter value. 

 

Mahalanobis Opt ions  
By selecting Impute non-monotone values by Mahalanobis distance this will force the system to use the 

Mahalanobis distance method to impute all values, whether they are in a Monotone or Non-Monotone pattern.  
 

Output 

When you are satisfied that you have specified your analysis correctly, click the OK button. The multiply-imputed 

datapages will be displayed, with the imputed values appearing in Red or Blue. Refer to “Analyzing Multiple Imputed 

Data sets” (p. 49) for further details of analyzing these data sets and combining the results. 
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Predictive Mean Matching Method  Example 

We will now multiply impute all of the missing values in the data set using the Predictive Mean Matching Method. 

 

1. From the Analyze menu, select Multiple Imputation and Predictive Mean Matching Method. 

2. The Specify Predictive Mean Matching Method window is displayed and is a tabbed (paged) 

window. The window opens with two pages or tabs: Base Setup and Advanced Options. As soon as 

you select a variable to be imputed, a Non-Monotone tab, a Monotone tab, and a Donor Pool tab are 

also displayed. 

 

Base Setup 

Selecting the Base Setup tab allows you specify which variables you want to impute, and which variables you want to 

use as covariates for the regression used to model the missingness. 

 
1. Drag-and-drop the variables MeasA_1, MeasA_2, MeasA_3, MeasB_1, MeasB_2, MeasB_3 into the 

Variables to Impute field. 

2. Drag and drop the variables SYMPDUR, AGE, MeasA_0, and MeasB_0 into the Fixed Covariates 

field. 

3. As there is no Grouping variable in this data set, we can leave this field blank. 

 

Non-Monotone 

Selecting the Non-monotone tab allows you to add or remove covariates from the regression model used for 

imputing the non-monotone missing values in the data set. (These can be identified in the Missing Data Pattern 

mentioned earlier in the Predictive Model example.) 

 

You select the + or - signs to expand or contract the list of covariates for each imputation variable. 



SOLAS 5.0  Multiple Imputation - Methods 

 

  Imputation User Manual 40 

 
The list of covariates for each imputation variable will be made up of the variables specified as Fixed Covariates in 

the Base Setup tab, and all of the other imputation variables. Variables can be added and removed from this list of 

covariates by simply dragging and dropping the variable from the covariate list to the variables field, or vice versa. 

Even though a variable appears in the list of covariates for a particular imputation variable, it might not be used in the 

final model. 

 

The program first sorts the variables so that the missing data pattern is as close as possible to monotone, and then, for 

each missing value in the imputation variable, the program works out which variables, from the total list of covariates, 

can be used for prediction. 

 

By default, all of the covariates are forced into the model. If you uncheck a covariate, it will not be forced into the 

model, but will be retained as a possible covariate in the stepwise selection. Details of the models that were actually 

used to impute the missing values are included in the Output log that can be selected from the View menu of the 

Multiply-Imputed Data Pages. These data pages will be displayed after you have specified the imputation and pressed 

the OK button in the Specify Predictive Model window. 

 

Monotone 

Selecting the Monotone tab allows you to add or remove covariates from the model used for imputing the monotone 

missing values in the data set. (These can be identified in the Missing Data Pattern mentioned earlier.) 
 

 

 

Again, you select the + or - signs to expand or contract the list of covariates for each imputation variable. 

 

The list of covariates for each imputation variable will be made up of the variables specified as Fixed Covariates in 

the Base Setup tab, and all of the other imputation variables. Variables can be added and removed from this list by 



SOLAS 5.0  Multiple Imputation - Methods 

 

  Imputation User Manual 41 

simply dragging and dropping the variable from the list of covariates, to the variables field, or vice versa. Even 

though a variable appears in the list of covariates for a particular imputation variable, it might not be used in the final 

model. 

 

The program first sorts the variables so that the missing data pattern is as close as possible to monotone, and then uses 

only the variables that are to the left of the imputation variable as covariates. Details of the models that were actually 

used to impute the missing values are included in the Output Log. 
 

Donor Pool 

Selecting the Donor pool tab displays the Donor Pool page that allows more control over the random draw step in the 

analysis by allowing the user to define Propensity Score sub-classes. 
 

 

 
The following options for defining the Propensity Score sub-classes are provided: 

- Divide predicted values into c subsets. The default is 5. 

- Use c closest cases. This option allows you to specify the number of closest cases that are to be 

included in the subset. 

- Use d% of the data set closest cases. This option allows you to specify the number of cases as a 

percentage. 

 

NOTE:   See Defining Donor Pools Based on Predicted Values earlier in this manual. 

You can use one Refinement Variable for each of the variables being imputed. Variables can be dragged from the 

Variables listbox to the Refinement Variable column. When you use a refinement variable, the program reduces 

the subset of cases included in the donor pool to include only cases that are close with respect to their values of the 

refinement variable. 

 

You can also specify the number of refinement variable cases to be used in the donor pool. For this example, we will 

use all of the default settings in this tab. 

 

Advanced Options 

Selecting the Advanced Options tab displays the Advanced Options window that allows the user to control the 

settings for the imputation and the logistic regression. 
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Randomization 

Main Seed Value 
The Main Seed Value is used to perform the random selection within the predicted value subsets. The default seed is 

12345. If you set this field to blank, or set it to zero, then the clock time is used. 

 

Output Log 
The Output Log is a comprehensive list of regression equations etc. that have been calculated for the imputed 

variable(s). 

 

Least  Squares Regression  
Tolerance 
The value set in the Tolerance datafield controls numerical accuracy. The tolerance limit is used for matrix inversion 

to guard against singularity. No independent variable is used whose R
2 

with other independent variables exceeds (1-

Tolerance). You can adjust the tolerance using the scrolled datafield. 

 

Stepping Criteria 
Here you can select F-to-Enter and F-to-Remove values from the scrolled datafields, or enter your chosen value. If 

you wish to see more variables entered in the model, set the F-to-Enter value to a smaller value. The numerical 

value of F-to-remove should be chosen to be less than the F-to-Enter value. 

 

Randomize Predictive Mean Matching equation 

If this option is selected then the same approach as in the Predictive Model based method is used to randomly draw 

the coefficients for the prediction equation from the posterior distribution of the estimated coefficients. 

 

Output 

When you are satisfied that you have specified your analysis correctly, click the OK button. The multiply-imputed 

datapages will be displayed, with the imputed values appearing in Red or Blue. Refer to “Analyzing Multiple Imputed 

Data sets” (p. 49) for further details of analyzing these data sets and combining the results. 
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Propensity Score/Predictive Mean/Mahalanobis Distance 

Combination Method  Example 

We will now multiply impute all of the missing values in the data set using the Combination Method. 

 

1. From the Analyze menu, select Multiple Imputation and Propensity/Predictive/Mahalanobis 

Combo Method. 

2. The Specify Propensity Score/Predictive Mean Matching/Mahalanobis Distance Combo Method 

window is displayed and is a tabbed (paged) window. The window opens with two pages or tabs: Base 

Setup and Advanced Options. As soon as you select a variable to be imputed, a Non-Monotone tab, 

a Monotone tab, and a Donor Pool tab are also displayed. 

 

Base Setup 

Selecting the Base Setup tab allows you specify which variables you want to impute, and which variables you want to 

use as covariates for the logistic regression used to model the missingness. 

 
1. Drag-and-drop the variables MeasA_1, MeasA_2, MeasA_3, MeasB_1, MeasB_2, MeasB_3 into the 

Variables to Impute field. 

2. Drag and drop the variables SYMPDUR, AGE, MeasA_0, and MeasB_0 into the Fixed Covariates 

field. 

3. As there is no Grouping variable in this data set, we can leave this field blank. 

 

Non-Monotone 

Selecting the Non-monotone tab allows you to add or remove covariates from the model used for imputing the non-

monotone missing values in the data set. (These can be identified in the Missing Data Pattern mentioned earlier in 

the Predictive Model example.) 

 

You select the + or - signs to expand or contract the list of covariates for each imputation variable. 
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The list of covariates for each imputation variable will be made up of the variables specified as Fixed Covariates in 

the Base Setup tab, and all of the other imputation variables. Variables can be added and removed from this list of 

covariates by simply dragging and dropping the variable from the covariate list to the variables field, or vice versa. 

Even though a variable appears in the list of covariates for a particular imputation variable, it might not be used in the 

final model. 

 

The program first sorts the variables so that the missing data pattern is as close as possible to monotone, and then, for 

each missing value in the imputation variable, the program works out which variables, from the total list of covariates, 

can be used for prediction. 

 

By default, all of the covariates are forced into the model. If you uncheck a covariate, it will not be forced into the 

model, but will be retained as a possible covariate in the stepwise selection. Details of the models that were actually 

used to impute the missing values are included in the Output log that can be selected from the View menu of the 

Multiply-Imputed Data Pages. These data pages will be displayed after you have specified the imputation and pressed 

the OK button in the Specify Predictive Model window. 

 

Monotone 

Selecting the Monotone tab allows you to add or remove covariates from the logistic model used for imputing the 

monotone missing values in the data set. (These can be identified in the Missing Data Pattern mentioned earlier.) 
 

 

Again, you select the + or - signs to expand or contract the list of covariates for each imputation variable. 

 

The list of covariates for each imputation variable will be made up of the variables specified as Fixed Covariates in 

the Base Setup tab, and all of the other imputation variables. Variables can be added and removed from this list by 

simply dragging and dropping the variable from the list of covariates, to the variables field, or vice versa. Even 
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though a variable appears in the list of covariates for a particular imputation variable, it might not be used in the final 

model. 

 

The program first sorts the variables so that the missing data pattern is as close as possible to monotone, and then uses 

only the variables that are to the left of the imputation variable as covariates. Details of the models that were actually 

used to impute the missing values are included in the Output Log. 
 

Donor Pool 

Selecting the Donor pool tab displays the Donor Pool page that allows more control over the random draw step in the 

analysis by allowing the user to define Propensity Score sub-classes. 

 
The following options for defining the Propensity Score sub-classes are provided: 

- Use c closest cases. This option allows you to specify the number of closest cases that are to be 

included in the subset. 

- Use d% of the data set closest cases. This option allows you to specify the number of cases as a 

percentage. 

 

NOTE:   See Defining Donor Pools Based on Mahalanobis Distances earlier in this manual. 

You can use one Refinement Variable for each of the variables being imputed. Variables can be dragged from the 

Variables listbox to the Refinement Variable column. When you use a refinement variable, the program reduces 

the subset of cases included in the donor pool to include only cases that are close with respect to their values of the 

refinement variable. 

 

You can also specify the number of refinement variable cases to be used in the donor pool. For this example, we will 

use all of the default settings in this tab. 

 

Advanced Options 

Selecting the Advanced Options tab displays the Advanced Options window that allows the user to control the 

settings for the imputation. 
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Randomization 

Main Seed Value 
The Main Seed Value is used to perform the random selection within the propensity subsets. The default seed is 12345. 

If you set this field to blank, or set it to zero, then the clock time is used. 

 

Output Log 
The Output Log is a comprehensive list of regression equations etc. that have been calculated for the imputed 

variable(s). 

 

Least  Squares Regression  
Tolerance 
The value set in the Tolerance datafield controls numerical accuracy. The tolerance limit is used for matrix inversion 

to guard against singularity. No independent variable is used whose R
2 

with other independent variables exceeds (1-

Tolerance). You can adjust the tolerance using the scrolled datafield. 

 

Stepping Criteria 
Here you can select F-to-Enter and F-to-Remove values from the scrolled datafields, or enter your chosen value. If 

you wish to see more variables entered in the model, set the F-to-Enter value to a smaller value. The numerical 

value of F-to-remove should be chosen to be less than the F-to-Enter value. 

 

Randomize Predictive Mean Matching equation 

If this option is selected then the same approach as in the Predictive Model based method is used to randomly draw 

the coefficients for the prediction equation from the posterior distribution of the estimated coefficients. 

 

Logistic Regression Options  
Model Tolerance 

Controls the numerical accuracy. Computations are performed in double precision. Use a value that is greater than 

.000001 but less than 1.0. The default is .0001. 

 

Tail area probabilities to control entry or removal of terms from the model 
Specifies the limits for the tail area probabilities (p-values) for the appropriate χ2 and F values used to control the 

entry and removal of terms. 

 

Entry 

During forward stepping, the term with the smallest p-value less than the entry value is entered first. If no term in the 

model has a p-value less than this limit, then the term with the largest p-value greater than the removal value is 

removed.  

 

Removal 

During backward stepping, the term with the largest p-value greater than the removal value is removed first. Then any 

terms with entry p-values less than the entry limit are entered. Again, for the purposes of this example, we will run 
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the analysis with the default settings. 

 

Maximum Likelihood Criteria 
 

Maximum iterations to convergence 

Specifies the maximum number of iterations to maximize the likelihood function. The default is 10. 

 

Likelihood function convergence criterion 
Specifies the convergence criterion for the likelihood function. A relative improvement less than this value is 

considered no improvement. The default is .00001. 

 

Parameter estimates convergence criterion 
Specifies the convergence criterion for the parameter estimates. The default is .0001. When you are satisfied that you 

have specified your analysis correctly, click the OK button. The multiply-imputed datapages will be displayed, with 

the imputed values appearing in Red or Blue. Refer to Analyzing Multiply-Imputed Data Sets for further details of 

analyzing these data sets and combining the results. 

 

Output 

When you are satisfied that you have specified your analysis correctly, click the OK button. The multiply-imputed 

datapages will be displayed, with the imputed values appearing in Red or Blue. Refer to “Analyzing Multiple Imputed 

Data sets” (p. 49) for further details of analyzing these data sets and combining the results. 

 

Multiple Imputation Output 

The Multiple Imputation output, either Propensity Score or The Predictive Model Based Method comprises five 

(default value) Multiple Imputation Data Pages. From the View menu of the Data Pages you can select either: 

Imputation Report, Output Log, Imputed Data Pattern, or Missing Data Pattern. 

When other analyses are performed from the Analyze menu of a data page (see the example Analyzing Multiply-

Imputed Data Sets later in this manual), a Combined tab is added to the data page tabs. Selecting this tab displays the 

combined statistics for these data pages. The combined statistics that are displayed are given in Appendix B – Combined 

Statistics. 

 

Data Pages 

The Multiple Imputation output displays five data pages with the imputed values shown in a color that contrasts with 

the observed values. These five pages of completed data results are displayed and allow the user to examine how the 

combined results are calculated. The first data page (Page 1) for the above example is shown below: 
 

 
 

From the View menu, you can select Imputation Report and Output Log (examples of both are shown below) or 

Imputed Data Pattern and Missing Data Pattern. 
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The Imputation Report and the Output Log (shown in part above), summarize the results of the logistic regression, the 

ordinary regression, and the settings used for the multiple imputation. 

 

Imputation Report 

The imputation report contains a summary of the parameters that were chosen for the Multiple Imputation. For 

example, the seed value that was used for the random selection, the number of imputations that were performed etc, 

are all reported. The report shows: 

 An overview of the Multiple Imputation parameters. 

 In the specification section there are tables of the variables and selected covariates for non- monotone 

and monotone patterns, number of imputed pages, random seed etc. 

 Diagnostic information that can be used to judge the quality and validity of the generated imputations. 

The options chosen for the least squares and logistic regression options as well as sub-classing of 

propensity scores. 

 The diagnostic section also gives a detailed breakdown of the number of cases available initially and 

numbers excluded for various reasons. Further conclusions about the statistical analysis can be drawn 

from the combined results (see Analyzing Multiply- Imputed Data Sets later in this manual). 

 

Output Log 

The Output Log provides details of the regressions carried out for all the imputed values on the imputed data sets. 

Information is given for the variables and cases involved in local patterns and the variables and cases involved in the 

regressions used. For propensity method propensity scores are given. For predictive model the equations used to 

estimate and generate the imputed values along with their error terms are given. For the Mahalanobis distance method 

the Mahalanobis distances are listed.  For the predictive mean matching method the predicted means are given. For 

the combination method the propensity scores and predicted values are given followed by the Mahalanobis distances 

calculated using the propensity scores and predicted values as covariates. 

 

Imputed Data Pattern and Missing Data Pattern windows 

The Missing Data Pattern window can be selected from the View menu of the your datasheet before the imputation 

is performed. You can also display a colored legend from the View menu that identifies missing data and data that is 

present in the data set. The Imputed Data Pattern window can be selected from the View menu of the datasheet 

after the imputation is performed. You can also display a colored legend from the View menu that identifies 

Monotone and Non-monotone patterns. Example of the collapsed imputed data pattern is given below: 
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Analyzing Multiply-Imputed Data Sets  Example 

This section presents a simple example of analyzing multiply-imputed data sets. It will show how the results of the 

repeated imputations can be combined to create one repeated imputation inference. For reference see Appendix A – 

Analyzing Multiply-Imputed Data Sets, and Appendix F, [1] and [2]. 

 

After you have performed a Multiple Imputation on your data set, you will have M complete data sets, each of which 

can be analyzed using standard complete-data statistical methods. 

 

If you select Descriptive Statistics, Regression, t-test, Frequency Table from the Analyze menu of any data page, 

the analysis will be performed on all 5 data sets. The analysis generates 5 pages of output, one corresponding to each 

of the imputed data sets, and a Combined page that gives the overall set of results. The tabs at the bottom of the page 

allow you to display each data set. 

 

This example uses the imputation results from the data set MI_TRIAL.MDD that was used in the Propensity Score 

example earlier. Part of data page 1 for that example is shown below: 

 
 

1. From the data page Analyze menu select t- and Nonparametric Tests to display the Specify t-test 

Analysis window. 

 
 

2. Drag and drop the variables MeasA_1 and MeasA_2 to the Variable 1 and Variable 2 datafields 

respectively. 

3. Press the OK button to display the data pages, then press the Combine tab to display the combined 

statistics from the five imputed data pages as shown below. 
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The statistics that are calculated for each analysis selected from the Analyze menu and displayed in the Combined 

page are given in Appendix B – Combined Statistics. 

 

Scatter Plots of Imputed Data 

After imputation it is desirable to see the spread of the values that were imputed. This can be seen by using the 

Scatterplot option in the Plot menu. This can be done from any of the imputed datapages. Then, from the View 

menu, select Multiple Imputation > Show all points and Draw lines. This will then plot all imputed values and 

also include a line to indicate the range from the lowest to the highest impute value. 
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Overview of Sensitivity Analysis and Tipping Point Plots 

Analyses of data with missing values often require assumptions about missingness mechanisms that cannot be 

assessed empirically, highlighting the need for sensitivity analyses. This has been reinforced recently, with many 

research guidelines insisting on the importance of this type of analysis in modern reporting.  

SOLASTM is the first package to make use of the innovative solution of Enhanced Tipping Point Displays, 

developed by Viktoriia Liublinska (2013) in collaboration with Professor Donald Rubin. These offer a visually rich, 

simple to understand method for undertaking sensitivity analysis of your imputed data. 

A sensitivity analysis consists of several steps: 

• Formulating conclusions under working assumptions; 

• Identifying a set of plausible alternative assumptions; 

• Studying the variation in the statistical output and conclusions under these alternative settings. 

 

Because many methods for handling missing data assume a Missing At Random (MAR) mechanism, the last two 

steps imply weakening this assumption. The majority of empirical research chooses to omit any sensitivity analysis 

altogether, possibly due to the apparent complexity of MNAR models. In some cases, however, omission is not 

acceptable, especially for important decisions like approving a drug or a medical device, or implementing a new 

public policy. NAS report on methods of handling missing data (NRC-Panel 2010, p. 5) made the following 

recommendation: “Recommendation 15: Sensitivity analyses should be part of the primary reporting of findings 

from clinical trials. Examining sensitivity to the assumptions about the missing data mechanism should be a 

mandatory component of reporting.” Other guidelines issued that year (Burzykowski et al. 2010; CHMP 2010) 

reinforced the need to perform sensitivity analyses that assess the impact of missing data on reported inferences and 

conclusions. 

Tipping-point (TP) analysis was first proposed in Yan et al. (2009) to “aid clinical reviewers in making judgment 

regarding treatment effect in the study” when missing data is present in the outcome which may impact the 

estimation of a treatment effect. Yan et al. (2009) constructed displays to help illustrate “tipping points” of a study, 

i.e., the combination of possible values of missing outcomes that would reverse the conclusion about the statistical 

significance of the treatment effect. These displays were further discussed in Campbell et al. (2011) as a convenient 

tool to reveal the results of sensitivity analysis to various deviations from assumptions made about the missing data 

mechanism.  

Regulatory Advice on Sensitivity Analysis  

There are numerous recent example of regulatory advice for sensitivity analysis. As well as the NAS report (NRC-

Panel 2010), the International Conference on Harmonisation recently released an addendum to its concept paper on 

Statistical Principles for Clinical Trials (ICH E9(R1)) in which it discusses how “A targeted range of…‘sensitivity 

analyses’ can help to investigate and understand the robustness of estimates…”. Lavange 2015, in her presentation 

to a symposium held by the Japanese Pharmaceutical Manufacturers Association states that “‘Tipping point’ 

analysis [has been] recommended by NRC appealing for regulators”.  

In a similar vein, there has been a discussion about the current methods of dealing with missing data which 

“…revealed that missing data are frequent in confirmatory trials…the most popular method for handling missing 

data was LOCF imputation” and went on to state that “LOCF is not justified in disease areas in which missing data 

are frequent.” (Tanaka, S., Fukinbara, S., Tsuchiya, S., Suganami, H., and Ito, Y.M. (2014)) 

The regulatory signals are clear – a more stringent approach to missing data is going to be taken, and we must be 

prepared to meet the challenges this presents. The regulatory commentary and documentation related to treatment of 

missing data and sensitivity analysis all refer heavily to multiple imputation as a strong solution. Tipping point 

analysis is novel approach to examining sensitivity analysis around the imputed missing data. This tipping point 

approach was used in advisory committee meetings with the FDA and has already been instrumental in gaining 

approval for a medical device (Liublinska, V. and Rubin, D.B. (2014)). 
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Enhanced Tipping Point Displays 

Liublinska (2013) expanded this visual approach to performing sensitivity analysis by introducing the following 

enhancements to the displays: 

 A coloured heat-map that illustrates the gradual change of the quantity of interest, e.g., the p-value from a 

hypothesis test used in the study. 

 Ticks, which represent historical estimates of the number of successes in each group, if such are available. 

For example, if axes represent the number of adverse events among treated and among control subjects, the 

ticks could indicate the numbers that correspond to the rates observed in previous studies for patients with 

similar demographics and medical condition.  

 The results from the current modelling procedure, e.g., the posterior draws of Ymis under the chosen model 

f(Y, D | T, X; θ, φ). 

 The posterior draws of Ymis obtained under models with alternative assumptions utilized for the sensitivity 

analysis.  

Review of Multiple Imputation in SOLAS
TM

 

See Multiple Imputation section for a detailed background on each method of performing multiple imputation in 

SOLASTM. [pg. 21-26] 

 

1. Predictive Model Based Method [pg. 9 & 21]. Predictive Model Based Multiple Imputation applies an 

ordinary least-squares regression method of imputation to the continuous, integer, and ordinal imputation 

variables, and discriminant multiple imputation to the nominal imputation variables. 

 

2. Propensity Score Method [pg. 9 & 22]. The system applies an implicit model approach based on 

Propensity Scores and an Approximate Bayesian Bootstrap to generate the imputations. The multiple 

imputations are independent repetitions from a Posterior Predictive Distribution for the missing data, given 

the observed data. 

 

3. Mahalanobis Distance Matching Method [pg. 9 & 22]. The Mahalanobis distance is a metric that can be 

used to measure the dissimilarity between two vectors. In this case, the vectors will be cases from the 

dataset and they will be composed of the values from the covariates specified for the calculation. 

 

4. Predictive Mean Matching Method [pg. 9 & 23]. Predictive Mean Matching Multiple Imputation applies 

an ordinary least-squares regression method to the continuous, integer, and ordinal imputation variables, 

and discriminant multiple imputation to the nominal imputation variables. 

 

5. Propensity Score/Predictive Mean/Mahalanobis Combination Method [pg. 9 & 24]. The system 

employs the three methods outlined previously to generate imputations. Propensity Scores (p. 22) and 

Predicted Values (p.23) are calculated for all cases in the dataset. The same set of covariates is used for 

both calculations. Once these calculations are completed the propensity scores and predicted values are 

then treated as additional variables in the dataset and they are used as the covariates for the Mahalanobis 

Distance method (p. 22). 

 

Performing the multiple imputation procedure for those methods on which you wish to run a sensitivity analysis is 

outlined with worked examples in the sections below.  

 Predictive Model Based Method: pg. 28-30 

 Propensity Score Method: pg. 31-34 

 Mahalanobis Distance Matching Method: pg. 35-38 

 Predictive Mean Matching Method: pg. 39-42 

 Propensity Score/Predictive Mean/Mahalanobis Combination Method: pg. 43-47 

A brief example of what the specification dialog for the Predictive Model Based Method is shown at the start of 

the worked Sensitivity Plotting example further in this section of the manual. This is done using the sample dataset 
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for Sensitivity Plotting included with the SOLASTM package, Binom_ETP_Data.mdd, and can be replicated for 

each of other multiple imputation procedures available. 

 

Integration with the R Project for Statistical Computing 

In order to generate these plots, SOLASTM has, for the first time, integrated a certain amount of functionality with 

R. To produce an Enhanced Tipping point Display, the following minimum version of R is required. You also 

need to install the RTools package, and to check the option to edit the registry when given the option. Once this is 

no longer necessary, we will send out and updated version of the software incorporating this fact. 

 R ≥ 3.1.3 [http://www.r-project.org/index.html] 

 Rtools for your R-Version [http://ftp.heanet.ie/mirrors/cran.r-project.org/] 

When installing Rtools, you must select the option for it to edit the system PATH to include the path to the Rtools 

executable. At this screen, tick the box next to “Edit the system PATH”: 

 

The following packages will also be required to produce the plots. 

Note: You are not required to install these manually, however, failure to do so will mean the first time you make use 

of the Sensitivity Plotting option in SOLASTM could be quite slow as these packages are installed automatically. 

Once they are installed, (e.g., using the command install.packages (“ggplot2”, repos= 

http://watson.nci.nih.gov/cran_mirror/) in the RGui window) it should perform normally. 

 ggplot2 1.0.0 (R ≥ 2.14.0) 

 reshape 0.8.5 (R ≥ 2.6.1) 

 RColorBrewer 1.0-5 (R ≥ 2.0.0) 

 bayesSurv 2.4 (R ≥ 3.0.0) 

 mice 2.22 (R ≥ 2.10.0) 

http://www.r-project.org/index.html
http://watson.nci.nih.gov/cran_mirror/
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 PKI 0.1-3  (R ≥ 2.9.0 ) 

 base64enc 0.1-2 (R ≥ 2.9.0) 

It is recommended that, to ensure these packages install correctly, you copy and paste the following code into R: 

if ( require(base64enc, quietly = TRUE) ) {TRUE} else { 

    install.packages("base64enc", repos = "http://watson.nci.nih.gov/cran_mirror/", dep = TRUE) 

    suppressMessages(library(base64enc))}  

 

if ( require(openssl, quietly = TRUE) ) {TRUE} else { 

    install.packages("openssl", repos = "http://watson.nci.nih.gov/cran_mirror/", dep = TRUE) 

    suppressMessages(library(openssl))}  

 

if ( require(PKI, quietly = TRUE) ) {TRUE} else { 

 install.packages("PKI", repos="http://rforge.net/", type="source", dep = TRUE)  

 suppressMessages(library(PKI))}  

 

if ( require(ggplot2, quietly = TRUE) ) {TRUE} else { 

 install.packages("ggplot2 ", dep = TRUE)  

 suppressMessages(library(ggplot2))} 

 

if ( require("reshape", quietly = TRUE) ) {TRUE} else { 

 install.packages("reshape ", dep = TRUE)  

 suppressMessages(library("reshape"))}  

 

if ( require("RColorBrewer", quietly = TRUE) ) {TRUE} else { 

 install.packages("RColorBrewer ", dep = TRUE)  

 suppressMessages(library("RColorBrewer"))} 

 

if ( require("bayesSurv", quietly = TRUE) ) {TRUE} else { 

 install.packages("bayesSurv", dep = TRUE)  

 suppressMessages(library("bayesSurv"))} 

 

if ( require("mice", quietly = TRUE) ) {TRUE} else { 

 install.packages("mice", dep = TRUE)  

 suppressMessages(library("mice"))} 

  

Once this setup is completed, it will not be necessary to have an R window open in order to use the functionality in 

SOLASTM. This will be the case for any further integration with the R Project for Statistical Computing.  

Integration with R – The MICE package 

One of the advantages of integrating use of R into SOLASTM is the ability to make use of the existing structures to 

perform further imputations and do a sensitivity analysis of those imputations. Currently only two options are 

offered from the SOLASTM window:  

 MCAR: A standard Missing Completely at Random analysis using the Multiple Imputation with Chained 

Equations implementation developed in R by Stef Van Buuren. 

 MAR: A standard Missing at Random analysis using the Multiple Imputation with Chained Equations 

implementation developed in R by Stef Van Buuren. 

These options can be used by ticking the boxes in the Sensitivity Plot specification dialog, as seen below. 
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You can choose which, if any, you want to have done by default in the preferences window. For instructions on 

opening up the preferences dialog, see page 3 of the SOLAS Systems Manual. 

 

By selecting the MCAR Mechanism box above, when you open the sensitivity plot specification dialog seen above 

the MCAR box will be automatically ticked. If you don’t want to include that in your current plot, you can simply 

uncheck the box and it will not be plotted.  

Keep in mind that, if you wish for these additional plots, R will carry out multiple imputation before generating the 

plot. Depending on the size of your database, this may lead to a considerable slowdown with regards to generation 

of the plot. 
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Linking SOLAS
TM

 to R 

If you want to create sensitivity plots in SOLASTM, you must first specify the path to the Rscript.exe file. This will 

be done in the SOLASTM 5.00 window. Select View > Preferences > Sensitivityplot… click on the Rscript.exe 

path button to open a file finder dialog. Navigate to the folder with the Rscript.exe file. Typically this will be found 

in a folder like C:\R\R-3.1.1\bin or C:\Program Files\R\R-3.1.1\bin (with R-3.1.1 replaced with the version of R 

you have installed). 
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Sensitivity Plot – Example 1: Contour Plots 

This example uses Binom_ETP_Data, a constructed dataset located in the SAMPLES subdirectory, simulating a 

study on whether a cohort are categorized as Success (1) or Failure (0), with covariates used to predict/categorise the 

response data.  

First follow the procedure shown in pages 28-47 to create an .mdm file for each of the five Multiple Imputation 

types SOLASTM provides. Open the dataset as described earlier in this manual (pg. 2 & 6-7). If you are importing 

data to SOLAS from a non-native file type, save it as an .mdd file. The specification dialog for the Predictive 

Model Based procedure should be filled in as follows: 

 

Ensure you save each of the multiple imputations as .mdm files in a way which is convenient and identifiable. The 

example database provided is the Binom_ETP_Data.mdd. Open this as described previously. As this is a sample 

dataset, we recommend you run all 5 methods of multiple imputation. To exactly follow the example given below, it 

is recommended you name the .mdd files as follows:  

MI Method Save File as 

Predictive Model Based Binom_ETP_Data_PMB.mdm 

Propensity Score Binom_ETP_Data_PS.mdm 

Mahalanobis Distance Matching Binom_ETP_Data_M.mdm 

Predictive Mean Matching Binom_ETP_Data_PMM.mdm 

Propensity Score/Predictive 

Mean/Mahalanobis Combination 

Method 
Binom_ETP_Data_PMCC.mdm 

 

 

 

 

 

 

1. Open the datasheet Binom_ETP_Data.mdd, select Plotting > Sensitivity Plotting… 
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2. Drag the outcome variable with missing data to the Target listbox and the treatment variable by which to 

group the data to the Group listbox. In the case of the example here, the Target variable will be Yobs and 

the Group variable will be treat. 

 
The Value column is the cutoff point for this variable. By default, anything below that cutoff will be 

assigned the value 0 and anything above will be assigned the value 1. This can be reversed by clicking the 

=1? checkbox in the Assign ‘1’ for each group. For Target 0 represents failure and 1 represents success. 

For Group, 0 represents the control group and 1 represents the group that received the treatment. 

 

3. Press the button for each Multiple Imputation type you want to have included in the sensitivity analysis. 

This will open a file finder dialog – select the .mdm file you saved for that MI type when you ran the 

procedure and click open, e.g., press the Predictive Model Based: button to add the .mdm file produced 

by the Predictive Model Based Multiple Imputation procedure. 

 

 
 

4. Select which Missing Data Mechanisms you wish to have included in the Enhanced Tipping Point Plot. 

Currently Missing Completely at Random (MCAR) and Missing at Random (MAR) are allowed. They are 

performed using the MICE package in R (see van Buuren (2012) for more information on MICE and 

multiple imputation in R). By selecting the save option, the MICE generated imputations will be saved as 
.csv files in your default documents folder. 
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Above is an example of how the MICE imputations will be saved. The format will be: MICE_[Imputation 

Type]_[Day]_[Date and time].csv 

 

5. If you want to include other imputations you’ve done, this can be done by clicking the CSV imputations 
button. For an example of the format required, you can check what the above generated CSV files look 
like – the most important detail is that the imputations should be stacked one on top of the other, with 
the first column called Imputation Number and being filled in by which imputation it belongs to. 

6. The final decision is whether you would like the heatmap to be based on p-values or estimated effect 

values. It is recommended you do both if the effect is significant, to give you a visual representation of 

whether it is significantly positive or negative. Everything else about the ‘Create Sensitivity Plot’ would 

remain the same:  
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Doing so will result in two plots being generated. One will have a heatmap going from dark green (p-value 

= 1) to white (p-value = 0). The other will have a heatmap going from dark blue (effect value estimated < 

0) to white (effect value estimated = 0) to dark orange (effect value estimated > 0). 

 

7. When the above steps are completed to your satisfaction, press the OK button to generate the Enhanced 

Tipping Point Plot as below. This plot is generated in R using the ggplot2 package and code developed by 

Victoria Liublinska.  
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Note: The colours associated with each of the MI procedures remains the same, i.e. 

 Predictive Model Based Method – Red 

 Propensity Score Method – Blue 

 Mahalanobis Distance Matching Method – Green 

 Predictive Mean Matching Method – Purple 

 Propensity Score/Predictive Mean/Mahalanobis Combination Method – Orange 

 Missing Completely At Random (MICE) – Yellow 

 Missing At Random (MICE) – Brown 

Interpreting the Tipping Point Plot 
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This is the tipping point generated using the above data and procedure. The null hypothesis for this is that there is no 

difference between treatment groups at the 5% level. The alternative hypothesis is that such a difference between 

treatment groups exists. 

The shape represents a convex hull generated by the estimated imputed effect value – with the most extreme 5% of 

the values omitted. This means that if you choose any two effect estimates you could draw a straight line between 

them which is entirely within the shape. 

The p-value for the significance of the relationship of the treatment variable to the outcome variable is represented 

by the heatmap going from dark green to white in the first plot. The whiter it is, the lower the p-value. The grid 

represents the ‘tipping point’ of the plot. Crossing in or out of the tipping point means reversing your conclusion 

about the null hypothesis: 

 If the shape for the method (e.g. Predictive Mean Matching from SOLAS) is entirely above the edge of the 

grid, we fail to reject the null hypothesis.  

 If it is entirely below the edge of the grid, we reject the null hypothesis. In this case, that would be that 

there is no difference bet 

 If it crosses the threshold of the grid, then, based on the data and the assumptions of our imputation 

models, we can neither reject nor fail to reject the null hypothesis.   

 In this case, all methods correspond to rejecting the null hypothesis, despite the differing methods and 

assumptions involved.  

 Looking at the second plot, we see from the heatmap that the treatment effect is positive – darker orange 

corresponding to a more positive treatment effect. 

The green-white heatmap represent p-values for the relationship between the response variable and the treatment 

variable. These are calculated automatically based on different potential response levels. E.g., the top left box 

corresponds to 13 ‘successes’ in the non-respondents from the control group and 0 ‘successes’ in the non-

respondents from the treatment group. The “stairs” present in the graph represent the point of change from “non-

significant” to “significant” p-values, in this case p<0.05.  

Sensitivity Plot – Example 2: Credibility Interval Plots 

This example uses Binom_ETP_Data_2, a constructed dataset located in the SAMPLES subdirectory, simulating a 

study on whether a cohort are categorized as Success (1) or Failure (0), with covariates used to predict/categorise the 

response data.  

First follow the procedure shown in pages 28-47 to create an .mdm file for each of the five Multiple Imputation 

types SOLASTM provides. Open the dataset as described earlier in this manual (pg. 2 & 6-7). If you are importing 

data to SOLAS from a non-native file type, save it as an .mdd file. The specification dialog for the Predictive 

Model Based procedure should be filled in as in example 1. However, it’s also a good idea to do the same procedure 

with different models (e.g. with all the variables, or just one) as this type of sensitivity plot also allows you to 

include multiple imputed files from a particular source. 

Ensure you save each of the multiple imputations as .mdm files in a way which is convenient and identifiable. The 

example database provided is the Binom_ETP_Data_2.mdd. Open this as described previously. As this is a sample 

dataset, we recommend you run all 5 methods of multiple imputation. To exactly follow the example given below, it 

is recommended you name the .mdd files as follows:  

MI Method Save File as 

Predictive Model Based Binom_ETP_Data_2_PMB_i.mdm 

Propensity Score Binom_ETP_Data_2_PS_i.mdm 

Mahalanobis Distance Matching Binom_ETP_Data_2_M_i.mdm 

Predictive Mean Matching Binom_ETP_Data_2_PMM_i.mdm 

Propensity Score/Predictive 

Mean/Mahalanobis Combination 

Method 
Binom_ETP_Data_2_PMCC_i.mdm 
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Replace “i” here with a marker for which imputation model this was, e.g. “Binom_ETP_Data_2_PMB_1.mdm” 

for the model that we used above, “Binom_ETP_Data_2_PMB_2.mdm” for a model using just the variable 

alcohol, and so on.  

 

1. Open the datasheet Binom_ETP_Data_2.mdd, select Plotting > Multiple Tipping Point Plot… 

 

1. Drag the outcome variable with missing data to the Target listbox and the treatment variable by which to 

group the data to the Group listbox. In the case of the example here, the Target variable will be Yobs2 and 

the Group variable will be treat.  

 
The Value column is the cutoff point for this variable. By default, anything below that cutoff will be 

assigned the value 0 and anything above will be assigned the value 1. This can be reversed by clicking the 

=1? checkbox in the Assign ‘1’ for each group. For Target 0 represents failure and 1 represents success. 

For Group, 0 represents the control group and 1 represents the group that received the treatment. 

2. Press the button for each Multiple Imputation type you want to have included in the sensitivity analysis. 

This will open a file finder dialog – select the .mdm file you saved for that MI type when you ran the 

procedure and click open, e.g., press the Predictive Model Based: button to add the .mdm file produced 

by the Predictive Model Based Multiple Imputation procedure. You can add as many .mdm files as you 

like here, by holding down the ctrl button as you select them.  

 

3. Press the Original Dataset button to open a file finder dialog.  Navigate to the folder with the .mdd file 

(Binom_ETP_Data_2.mdd). Select that file and click open. 
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4. Select which Missing Data Mechanisms you wish to have included in the Enhanced Tipping Point Plot. 

Currently Missing Completely at Random (MCAR) and Missing at Random (MAR) are allowed. They are 

performed using the MICE package in R (see van Buuren (2012) for more information on MICE and 

multiple imputation in R). By selecting the save option, the MICE generated imputations will be saved as 
.csv files in your default documents folder. 
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5. If you want to include other imputations you’ve done, this can be done by clicking the CSV imputations 
button. For an example of the format required, you can check what the above generated CSV files look 
like – the most important detail is that the imputations should be stacked one on top of the other, with 
the first column called Imputation Number and being filled in by which imputation it belongs to. 

6. The final decision is whether you would like the heatmap to be based on p-values or estimated effect 

values. It is recommended you do both if the effect is significant, to give you a visual representation of 

whether it is significantly positive or negative. Everything else about the ‘Create Sensitivity Plot’ would 

remain the same: 

 

 

 
 

 

 

Doing so will result in two plots being generated. One will have a heatmap going from dark green (p-value 

= 1) to white (p-value = 0).  

 

The other will have a heatmap going from dark blue (effect value estimated < 0) to white (effect value 

estimated = 0) to dark orange (effect value estimated > 0). 

 

 

7. When the above steps are completed to your satisfaction, press the OK button to generate the Enhanced 

Tipping Point Plot as below. This plot is generated in R using the ggplot2 package and code developed by 

Victoria Liublinska.  
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Note: The colours associated with each of the MI procedures remains the same, i.e. 

 Predictive Model Based Method – Red 

 Propensity Score Method – Blue 

 Mahalanobis Distance Matching Method – Green 

 Predictive Mean Matching Method – Purple 

 Propensity Score/Predictive Mean/Mahalanobis Combination Method – Orange 

 Missing Completely At Random (MICE) – Yellow 

 Missing At Random (MICE) – Brown 

Interpreting the Tipping Point Plot 
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This is the tipping point generated using the above data and procedure. The null hypothesis for this is that there is no 

difference between treatment groups at the 5% level. The alternative hypothesis is that such a difference between 

treatment groups exists. 

The rectangle represents a set of 5% credibility intervals for the treatment and control groups. You will get two point 

estimates for an upper and lower (or best-case worst-case) effect estimates, which you can use to produce a set of 4 

points which, when connected, form a rectangle. 

The p-value for the significance of the relationship of the treatment variable to the outcome variable is represented 

by the heatmap going from dark green to white in the first plot. The whiter it is, the lower the p-value. The grid 

represents the ‘tipping point’ of the plot. Crossing in or out of the tipping point means reversing your conclusion 

about the null hypothesis: 

 If the shape for the method (e.g. Predictive Mean Matching from SOLAS) is entirely above the edge of the 

grid, we fail to reject the null hypothesis.  

 If it is entirely below the edge of the grid, we reject the null hypothesis. In this case, that would be that 

there is no difference bet 

 If it crosses the threshold of the grid, then, based on the data and the assumptions of our imputation 

models, we can neither reject nor fail to reject the null hypothesis.   

 In this case, all methods correspond to failure to reject the null hypothesis, despite the differing methods 

and assumptions involved. The only possible exception is the MAR imputation generated using MICE in 

SOLAS.  

 The fact that they are all clustered around the centre suggests that none of the variables recorded provide 

information on the missingness mechanism. This does not necessarily correspond to the mechanism being 

Missing Completely at Random – there may be an unrecorded variable which does provide such 

information, in which case the data are Missing Not at Random. 

 Looking at the second plot, we see from the heatmap that the treatment effect is 0 – it is in the white 

portion of the heatmap. 

The green-white heatmap represent p-values for the relationship between the response variable and the treatment 

variable. These are calculated automatically based on different potential response levels. E.g., the top left box 

corresponds to 36 ‘successes’ in the non-respondents from the control group and 0 ‘successes’ in the non-

respondents from the treatment group. The “stairs” present in the graph represent the point of change from “non-

significant” to “significant” p-values, in this case p<0.05.  
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Troubleshooting  

Common Problems with R Integration  

If you are unable to produce the sensitivity plots as described above here are a number of common errors which can 

prevent it and steps to remedy them. 

Problem: An empty, white plot window appears immediately (or almost immediately) on clicking “OK” in 

the specification dialog. 

Solution: Make sure you have the correct filepath to the RScript.exe file in the “Systems Preferences -> 

Sensitivityplot…” window.  

 

Problem: An empty, white plot window appears after a short-long time. 

Solution: Make sure you have the correct packages installed in R. Open up a window in R and copy and 

paste the following commands: 

if ( require(base64enc, quietly = TRUE) ) {TRUE} else { 

    install.packages("base64enc", repos = "http://watson.nci.nih.gov/cran_mirror/", dep = TRUE) 

    suppressMessages(library(base64enc))}  

 

if ( require(openssl, quietly = TRUE) ) {TRUE} else { 

    install.packages("openssl", repos = "http://watson.nci.nih.gov/cran_mirror/", dep = TRUE) 

    suppressMessages(library(openssl))}  

 

if ( require(PKI, quietly = TRUE) ) {TRUE} else { 

 install.packages("PKI", repos="http://rforge.net/", type="source", dep = TRUE)  

 suppressMessages(library(PKI))}  

 

if ( require(ggplot2, quietly = TRUE) ) {TRUE} else { 

 install.packages("ggplot2 ", dep = TRUE)  

 suppressMessages(library(ggplot2))} 

 

if ( require("reshape", quietly = TRUE) ) {TRUE} else { 

 install.packages("reshape ", dep = TRUE)  

 suppressMessages(library("reshape"))}  

 

if ( require("RColorBrewer", quietly = TRUE) ) {TRUE} else { 

 install.packages("RColorBrewer ", dep = TRUE)  

 suppressMessages(library("RColorBrewer"))} 
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if ( require("bayesSurv", quietly = TRUE) ) {TRUE} else { 

 install.packages("bayesSurv", dep = TRUE)  

 suppressMessages(library("bayesSurv"))} 

 

if ( require("mice", quietly = TRUE) ) {TRUE} else { 

 install.packages("mice", dep = TRUE)  

 suppressMessages(library("mice"))} 

  

 

Each if statement should print TRUE to the screen, or it should try to install the packages.  

Problem: I can’t install, R gives the following error: “Warning in install.packages("ggplot2") : 

  'lib = "C:/Program Files/R/R-3.2.2/library"' is not writable 

Error in install.packages("ggplot2") : unable to install packages” 

Solution: You don’t have permission to write to the folder where R is trying to place the packages. You 

can check where that is with the command .libPaths() in R. Create a personal directory (or have R create one for 

you). If it is not added to R’s library paths automatically, you can add it using the following command, replacing the 

myLibrary folder with your own one (typically this will just involve replacing “You” with your username: 

myLibrary <- “C:/Users/You /Documents/R/win-library/3.2” 

.libPaths( c( .libPaths(), myLibrary ) ) 

Problem: PKI won’t install from that repository. 

 Solution: Please contact us directly if that is the case.    

Output files 

A file is generated containing the command to run the RScript in the C:\Users\User\AppData\Roaming\Statistical 

Solutions Ltd\SOLAS\05.00 folder. The file is SOLAS_R_Call_debugging.txt.  

A second file, RSCRIPT_sink.txt is generated in the same folder to record the output from R. 
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Glossary 
 

 

D E F I N I T I O N S  

 

Bounded missing                      A missing value (in a longitudinal variable) which has at least one observed value 

before and at least one observed value after the period for which it is missing. 
 

Covariate A variable which is selected as covariate for all selected variables to be 

imputed. Except for discriminant imputation, this variable is an 

independent variable in the corresponding regression model. 
 

Fixed Covariate A variable which is selected as covariate for all selected variables to be 

imputed. 
 

Forced Covariate A covariate that has been forced into a regression model, i.e. will not be 

removed from the model during stepping. 
 

Hot-deck imputation A method of imputation in which missing values are replaced with values 

taken from matching respondents (i.e. respondents that are similar with 

respect to variables observed for both). 
 

Imputation A procedure whereby missing values in a data set are filled-in with 

plausible estimates, to produce a complete data set which can then be 

analyzed using complete-data inferential methods. 
 

Intent-to-treat Intent-to-treat (IT) analysis dictates that all cases, both complete and 

incomplete, be included in any analyses, and treatment effects should be 

measured with subjects assigned to the treatment to which they were 

randomized, rather than to the treatment actually received. 
 

Last value carried forward A method of imputation for replacing missing values in longitudinal 

studies using the last observed value. 
 

Longitudinal variable A variable that is made up of a set of repeated measurements over time. 
 

Mean imputation The sample mean of a variable is used to replace any missing data for that variable. 

This mean can be an overall mean of all the cases, or a within group or class mean. 
 

Multiple imputation Each missing value is replaced by two or more (M) plausible estimates in order to 

create M complete data sets. 
 
Possible Covariate                       A covariate that has not been forced into a regression model, and so can be entered 

or removed during stepping. 
 

Propensity score Is the conditional probability of missingness computed from a vector of observed 

covariates. 
 

Random imputation A respondent is chosen at random from the total respondent sample for a variable, 

and the missing value for a non-respondent is replaced by the respondent’s value. 
 

Combine The procedure for combining the set of M results into one overall set of results. 
 

Imputation variable A variable that has values that need to be imputed. 
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Appendix A: Analyzing Multiply-Imputed Data 

sets 
 

ESTIMATED PARAMETERS  

 

Definitions of Estimated Parameters 

 

The following shows how M complete data analyses can be combined to create one repeated imputation inference. See 

Rubin and Schenker, 1991. Multiple Imputation in Health-Care Data Bases: An Overview and Some Applications, 

Statistics in Medicine, 10, 585-598, and Rubin D.B. (1987), Multiple Imputation for Non-response in Surveys, New 

York: John Wiley. 
 

For each of the M complete data sets, let 
m̂ , m = 1, ... , M, be M complete-data estimates for a parameter , and 

Um , m = 1, ... , M, be their associated variances. 

 
Combined Est imate of Parameter  

The combined estimate of any multi-dimensional parameter of interest , for a particular variable is simply the mean 

of the estimates from each of the M imputed data sets. For example, the combined estimate of the mean for a specific 

group, or a particular regression coefficient in a model, is simply the mean of the estimates for that parameter across 

the M computed data sets: 

 Mm
ˆ  

The general formula for combining point estimates:   
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In some cases, point estimates are combined in a slightly different way: 
 

 Standard deviation 

 Serial correlation and Pearson r. 

Where m = number of imputations and iQ̂  corresponds to the point estimate calculated from the ith datasheet. 

 

Pooled Correlation =
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iQ̂ = Correlation for the ith imputed data set. 

The pooled Standard Deviation = 


m

i

iQ
m 1

ˆ1
where m = number of imputations and iQ̂  corresponds to the 

variance calculated from the ith datasheet. 

 

Standard Errors and Conf idence Intervals  
To estimate the variance of the combined parameter estimate, we combine the corresponding variance that is 

estimated from the combined parameter estimates from within each imputed data set, with the variability of the 

estimate across m imputed data sets. The standard error of a combined parameter estimate can be found by taking 

the square root of the variance of a combined parameter estimate. 

 

The pooled standard error of a point-estimate = SE mQ  = mT  

  mmm BmUT *1 1  where 



m

i

im U
m

U
1

1
is the within imputation variance, where  

Ui = [the standard error of the point-estimate from the ith
 data set]2  and: 
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is the between imputation variance, where iQ̂  = corresponding point-estimate 

calculated from the ith data set. 

 

The pooled confidence interval for the point-estimate = mmm QSEvtQ *
2
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where α corresponds to a (1-α)100% C.I. and SE mQ  is the pooled standard error of the point-estimate as shown 

above. 
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See John Barnard and Donald B. Rubin, Biometrika, Small sample degrees of freedom with multiple imputation, 

December 1999, Volume 86, No. 4. 

where vcom= degrees of freedom used in case of complete data and where: 
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Ui = [the standard error of the point-estimate from the ith
 data set]2. 
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Appendix B: Combined Statistics 

 

STATISTICS 

 

Combined Statistics for Imputed Data sets 

 

Pressing the Combined tab in a data page displays the statistics computed using the results of the M analyses. Each 

statistic is first combined across the M results. Each displayed statistic is then followed by a series of diagnostics 

useful in assessing the effect of the missing data on the statistical result. 

 

For example, if the mean is computed in a Descriptive Statistics output, the associated combined statistics for the 

mean include: 

- The average of the M computed means, its total variance Tm, and its total standard error mT . 

The Diagnostics include: 

- The between imputation variance (Bm), the between imputation standard error (sqrt(Bm)), the relative 

increase in variance due to missing data(rm), sqrt(rm), and the fraction of information missing due to 

missing data γ. 

The statistics that are combined for each analysis are listed below. 

 

Descriptive Statistics 

 

- Mean, C.I. for mean, Standard deviation, Standard error of mean, Variance 

- Coefficient of variation, Skewness, Kurtosis, Median, Quartiles 

- Interquartile range, Proportion 

- Serial Correlation 

 

t and Non-parametric Tests 

 
Descript ive Stat istics  

- Means 

- Standard deviations 

- Standard errors of the means 

- Confidence intervals for the means 

 
Two-group 

- Pooled Variance t-test including t- value, df and p-values 

 
Paired 

- Matched t-test including t- value, df and p-value 

 
One-group 

- Pooled Variance t-test including t- value, df and p-value 

 

Frequency Table 

 
Tables 

- Row percentages 

- Column percentages 

- Total percentages 

 
Associated Measures  

- Odds-ratio including ln Odds ratio 

- Kappa statistic 

- Cramer’s V 

- Phi 
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Test Statist ic  

- Likelihood ratio chi-square 

 

Multiple Regression 

 
Regression Stat istics  

- Square root of Residual Mean Square 

- Multiple Correlation 

- Multiple Correlation Squared 

 
Analysis of  Variance 

- F-Value 

- p-value 

 
Regression coeff icients  

- Partial Correlation 

- Estimate of coefficient 

- Standard error of coefficient 

- Standardized coefficient 

- t-value of coefficient 

- Confidence interval of coefficient 

- Pooled Multiple Linear regression Equation 
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Appendix C: Multiple Imputation – 

Predictive Model Based Method 

 

COMPLETELY OBSERVED COVARIATES 

INCOMPLETELY OBSERVED COVARIATES 

 

Definition of Methods 

 

The following gives a detailed explanation of the methods used to analyze situations with completely and 

incompletely observed covariates for Linear Regression Based Multiple Imputation. 

 

Completely observed covariates 

 

Let y be one imputation variable and let x1,…, xp be the fully observed covariates for y. Let Yobs and Ymis be the 

observed and missing data for y, respectively. Let X be the data matrix for x1,…,xp. The first column of X consists of 

1’s to adjust for the intercept term and the second until the last column contains the observations for x1,…, xp. Let 

Xobs and Xmis be the rows of X corresponding to Yobs and Ymis, respectively. The underlying statistical model of linear 

regression imputation is given by: 

 

  ppxxy 110
, where  2,0~  N  

 

Let q be equal to p+1. The parameter q equals the number of regression coefficients including the intercept. Each 

imputation Ymis* for Ymis is independently generated in the following steps: 

1. Let ̂  and 
2̂  be the least squares estimators of  

p ,,, 10   and of 
2  from Yobs and 

Xobs. 

 Let V be the inverse of the matrix [Xobs ]T[Xobs ], and 2
1

V  be a square root of V that can be obtained 

via the Choleski decomposition of V. 

 Let P be the matrix of eigenvectors of V and   be the diagonal matrix with ii  equal to the 

eigenvalue of V corresponding to the eigenvector of V given by the ith column in P. 

 The square root 2
1

V  of V is then given by 2
1

2
1

 PV with 2
1

  with the diagonal matrix containing 

the square roots of ii  as its diagonal elements. 

2. Draw a 
2

qnobs
 random variable g. 

3. Let   gqnobs  22* ̂ . 

4. Draw q independent random variables Z1,…,Zq from N(0,1), and let Z=(Z1,…,Zq). 

5. Let ZV 2
1

*ˆ*   . 

6. Draw nmis independent variables 
misnzz ,,1  from N(0,1), and let ze **  , with 

 
misnzzz ,,1  . 

7. Let *** eXY mismis    

 

In steps 1 to 5, the parameter values for the regression model are drawn from its posterior distribution given the 

observed data using non-informative priors. For reference see Appendix F, [1] and [2]. 

 

In this way, the extra uncertainty due to the fact that the regression parameters can be estimated, but not determined, 

from Yobs and Xobs is reflected. Using estimated regression parameters rather than those drawn from its posterior 

distribution results in improper imputation, in the sense that the between imputation variance is under-estimated. In 

steps 6 and 7, the parameters drawn from its posterior distribution are used together with the covariates Xmis to 

generate the imputation Y*mis. 
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Incompletely observed covariates 

 

Let y be an imputation variable, and let x1, …, xp be the incompletely observed covariates for y. Let Rj be the 

response indicator for xj. 

 

The variable Rj is defined by: 

 






observednot  isif0

observed isif1

j

j

j x

x
R  

 

The indicator method is based on the following statistical model for y: 

 

      ppppp xRxRRRy  11101010 11  ; with ε ~ N(0, σ2) 

 

In this model, the term: 

 

βjRjxj is zero when xj is missing and is equal to βjxj when xj is observed. 

 

When xj is missing, the intercept term is adjusted by the term: 

 

β 0j (1 – Rj). 

 

If a covariate xj is completely observed, then the corresponding term β 0j (1 – Rj) disappears. 

By adjusting the data matrix X, the algorithm shown in “Completely Observed Covariates” can be applied. 

 

Let c be the number of incompletely observed covariates and i(1),…,i(c) be the index number of these covariates. 

Let X be the adjusted data matrix constructed as follows: 

1. The first column of X consists of 1’s; 

2. The j+1-th column of X, with 1≤j≤c, consists of 1’s and 0’s such that the v-th entry of this column 

equals 0 when the v-th data entry of xi(j) is observed, and is equal to 1 when this entry is missing; 

3. For the c+1+j-th column of X, the i-th entry is equal to the i-th entry of xj when this entry is observed, 

and is equal to 0 when this entry is missing. 

 

Let Yobs and Ymis be the observed and missing data for y respectively. Let Xobs and Xmis be the rows of X 

corresponding to Yobs and Ymis, respectively. Each imputation Ymis* for Ymis is independently generated according to 

the same algorithm described in “Completely Observed Covariates” above. 
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Appendix D: Discriminant Multiple 

Imputation 

 

DISCRIMINANT MULTIPLE IMPUTATION 

 

Discriminant Multiple Imputation 

 

This appendix describes the method used to impute binary and categorical variables for Discriminant Multiple 

Imputation. 

 

Discriminant Multiple Imputation is a model based method for binary or categorical variables. The detailed 

imputation method is described in the following: 

 

Let 1,…,s be the categories of the categorical imputation variable y. By applying Bayes’ Theorem, the statistical 

model of discriminant imputation is given by the following equation: 
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In this equation P(y = j | x) is the probability that the imputation variable y is equal to its j-th category given the 

vector x of the observed values of the covariates of y and  ,|.   is the density of the multivariate normal 

distribution with mean, μ and covariance matrix, Σ. 

 

μ j and Σj are the conditional mean and covariance matrix of the covariates of y given that y is equal to its j-th 

category, and πj is the apriori probability that y is equal to its j-th category. 

 

The imputation scheme for discriminant multiple imputation is given by: 

 

(i) Let nj be the number of observed values of y equal to the j-th category of y and let aj = ½ + nj, for j = 

1,…,s ; 

(ii) Draw 
**

1 ,, s   from the standard Gamma distribution with parameters given by a1,…,as ; 

 Let 







 
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***  , for j = 1,…,s.

(iv) For j = 1,…,s, draw 
*

j from the multivariate normal distribution with mean and covariance matrix 

given by j̂  and jj nS , where j̂  and jS are the sample mean and covariance matrix of the 

covariates of y calculated from the cases where y is observed and equal to its j-th category. 

(v) Let 
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, for i = 1,…,nmis and for j =1,…,s. 

 The function ϕ is the probability density function of the multivariate normal distribution given by: 
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 The index i refers to the i-th missing values of y, k is the number of covariates used for imputation 

variable y, |Σ| is the determinant of Σ, and 
T

iX is the row vector of observed values for the covariates 

of y corresponding to the i-th missing value of y. 

(vi) Let
*

iy equal to j with probability 
*

ijp  i = 1,…,nmis and for j =1,…,s. This is realized by drawing u 

from the standard uniform distribution and setting
*

iy equal to j if: 

  







j

v

iv

j

v

iv pup
1

*
1

1

*
 

(vii) Impute
*

iy for the i-th missing data entry of y for i = 1,…,nmis. 

 

In steps (i) to (iii) the probabilities
*

j are drawn from a Diriclet distribution, which is the posterior distribution of 

these probabilities with non-informative prior as described in chapter 4 of “Development, Implementation and 

Evaluation of Multiple Imputation Strategies for the Statistical Analysis of Incomplete Data sets”, Brand J.P.L. 

 

In step (iv), the means
*

j are randomly drawn from its normal posterior distribution. The estimated covariance 

matrices jS are used in step (iv) instead of the covariance matrices drawn from a posterior distribution. Drawing the 

covariance matrices from their inverted Wishart posterior distribution is relatively expensive computationally. 

 

In predicted mean single imputation, for each missing data entry the category with the largest conditional probability 

given the observed values of the covariates is imputed. The imputation scheme for discriminant single imputation in 

case of predicted mean imputation is obtained from the imputation scheme for discriminant multiple imputation as 

follows: 

In step (v); 
*

j  is replaced by j̂ , 
*

v  is replaced by v̂ ,
*

j is replaced by obsj nn ,
*

v is replaced by obsvj nn , and

*

ijp is replaced by ijp , where nobs is the number of observed values of the imputation variable. 

Step (vi) is replaced by “Let iŷ be equal to the category j, which maximizes the probability ivp for v=1,…, s”. 

In step (vii); 
*

iy is replaced by iŷ . 
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Appendix E: Propensity Score 

Multiple Imputation 

 

PROPENSITY SCORE MULTIPLE IMPUTATION 

DIVIDE PROPENSITY SCORE INTO C QUANTILE SUBSETS 

USE C CLOSEST MATCHING CASES 

USE D% CLOSEST MATCHING CASES 

 

Propensity Score Multiple Imputation 

 

An implicit model approach based on Propensity Scores and an Approximate Bayesian Bootstrap is used to generate 

the imputations. The multiple imputations are independent repetitions from a Posterior Predictive Distribution for 

the missing data, given the observed data. 

 

The imputation scheme is described below: 

 

(i) The regression coefficient b of the logistic regression model of the response indicator Ry of the 

imputation variable y on the selected covariates including the intercept term are estimated. 

(ii) To each case, a propensity score is assigned which is equal to bX T

i with i the index number of this 

case and
T

iX a row vector with its first element equal to 1 and the other element containing the 

observed values of the selected covariates of the i-th case, is assigned. 

(iii) The cases in the data set are sorted according to their propensity score in ascending order. 

(iv) For each missing data entry of y, a subset of observed values of y (its donor pool) is found such that 

their assigned propensity scores that are close to the assigned propensity score of the missings to be 

imputed. 

This subset of observed values can be defined in different ways depending on the selected option. 

Possible options are: 

- Divide propensity score into c quantile subsets 

- Use c closest matching cases 

- Use d% closest matching cases 

- Use a refinement variable. 

These options are described later in this Appendix. 

(v) For each missing value of y, the imputations are generated from its donor pool according to the 

Approximate Bayesian Bootstrap Method. 

 

The estimated probability that a value of y is missing from the logistic regression model is a Monotone non-

increasing function of the propensity score given by: 

 

 
 
 score-propensityexp1

score-propensityexp
1missing is 


yP  

 

This implies that if instead of assigning the propensity scores to the cases, the estimated probabilities that y is 

missing are assigned to the cases. The resulting imputation method is equivalent to the one described above. That 

the propensity scores are used rather than these estimated probabilities is for reasons of numerical stability. 

 

Divide propensity scores into c Quantile subsets 

 

Using the options in the Donor Pool window, the cases of the data sets can be subdivided into c subsets according to 

the quantiles of the assigned propensity scores, where c=5 is the default value of c. This is done by sorting the cases 

of the data sets according to their assigned propensity scores in ascending order, as shown by the following: 



SOLAS 5.0  Appendix E 

 

  Imputation User Manual 80 

The i-th sub-set will consist of the cases from the   







 211* i

c

n
+1-th case until the 








 21* i

c

n
-th case in 

the sorted data set for i = 1,…,c, where [x] is the integer part of x. 

For each missing data entry of y, the set of observed values of y used to generate the imputations are the observed 

values of the sub-set of cases where this missing data entry belongs. 

 

Use c Closest Matching Cases 

 

There are two approaches to finding the c closest matching cases. For each missing data entry,
 i
misy , where the index 

i refers to the i-th missing data entry of y. The subset of observed values used for generating the imputations for the 

missing entry are the [c/2] observed values before, and the [c/2+1/2] observed values of y, after the missing value to 

be imputed (after sorting on propensity). The initial values of y are the observed values with an assigned propensity 

score closest to, and lower than, the propensity score assigned to
 i
misy . Then the [c/2+1/2] observed values of y after

 i
misy are the observed values of y with an assigned propensity score closest to, and higher than the propensity score 

assigned to the missing data entry. 

 

If less than [c/2] observed values have an assigned propensity score smaller than the assigned propensity score, then 

only these values are used as the observed values of y in the imputation. Similarly, if less than [c/2+1/2] observed 

values of y have an assigned propensity score larger than the assigned propensity score, then only these values are 

used as the observed values of y in the imputation. 

 

Alternatively the difference between propensity scores will be calculated and the c cases with the smallest difference 

will be used as the donor pool. This method involves more calculations and will be computationally more intensive. 

With very large mounts of data it may prove more efficient to use the method described above. 

 

Use d% Closest Matching Cases 

 

The same as for “c Closest Matching Cases”, where c is equal to [(d/100)*nobs], and where nobs is equal to the 

number of observed values of y. There must be at least two values in each sub-group. 
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Appendix F: Mahalanobis Distance 

Multiple Imputation 

 

MAHALANOBIS DISTANCE MULTIPLE IMPUTATION 

CENTRE VARIABLE 

USE C CLOSEST MATCHING CASES 

USE D% CLOSEST MATCHING CASES 

 

Mahalanobis Distance Multiple Imputation 

 

For each case containing a missing value the Mahalanobis Distance DM between that case and all other cases within 

the dataset, (or group, if a grouping variable has been used) is calculated. The distance is calculated using covariates 

specified where y is the vector of the covariates for the case with the missing value and xi is the vector for the ith 

fully observed case in the dataset. 

     yxSyxyxD i

T

iiM  1,  

S is the covariance matrix for the set of covariates being used in the calculation of the Mahalanobis distance. 

 

Centre Variable 

 

When calculating the Mahalanobis Distance, the covariance matrix used is a weighted average taken across the 

different levels of the Centre Variable. For instance, assume we are calculating the MD between two cases (x and y). 

If there are three levels of the Centre Variable then when calculating the Mahalanobis Distance, DM the following 

Covariance matrix (S) would be used: 

 

        
  3

111






cba

cCbBaA
S  

A, B and C are the three covariance matrices from within each of the three levels of the Centre Variable 

a, b and c are the numbers of cases within each level of the Centre Variable 

 

Use c Closest Matching Cases 

 

Once the Mahalanobis Distances have been calculated the c cases that have the shortest distance from the case to be 

imputed are used as the donor pool. 

 

Use d% Closest Matching Cases 

 

The same as for “c Closest Matching Cases”, where c is equal to [(d/100)*nobs], and where nobs is equal to the 

number of observed values of y. There must be at least two values in each sub-group. 
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