System Overview

General

The Statistical Solutions System for Missing Data Analysis incorporates the latest advanced
techniques for imputing missing values. Researchers are regularly confronted with the problem
of missing datain data sets. According to the type of missing datain your data set, the
Statistical Solutions System allows you to choose the most appropriate technique to apply to a

subset of your data.

In addition to resolving the problem of missing data, the system incorporates a wide range of
statistical tests and techniques. This manual discusses the main statistical tests and techniques
available as output from the system. It is not a complete reference guide to the system.

About this Manual

Chapter 1
Data Management

Chapter 2
Descriptive Statistics

Chapter 3
Regression

Chapter 4
Tables
(Freguency Analysis)

Chapter 5
t- Testsand
Nonparametric Tests

Describes how to import adata file, specifying the attributes of a
variable, transformations that can be performed on avariable, and
defining design and longitudinal variables. Information about the Link
Manager and its comprehensive set of tools for screening datais also
given.

Discusses Descriptive Statistics such as: Univariate Summary Statistics,
Sample Size, Frequency and Proportion.

Introduces Regression, discusses Simple Linear, and Multiple
Regression techniques, and describes the available Output Options.

Introduces Freguency Analysis and describes the Tables, Measures, and
Tests output options, which are available to the user when performing
an analysis.

Describes Two-group, Paired, and One-Group t-Tests, and the Output
Options available for each test type.
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Overview

Chapter 6

Analysis (ANOVA) Introduces the Analysis of Variance (ANOV A) method, describes the
One-way ANOV A and Two-way ANOV A techniques, and describes
the available Output Options.

Chapter 7

Plots An overview of the plots available in the system, such as. Scatterplot,
Histogram, Bar Chart and Normal Probability Plot.

Chapter 8

Tutorial A tutorial with examples you can work through.

Appendices Includes references, error messages and data set information.

I ndex Index contents, subject matter, topics.
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1. Data Management

SYSTEM PREFERENCES AND READING/SAVING DATA
SPECIFYING VARIABLE ATTRIBUTES

GROUPING VARIABLES

TRANSFORMING VARIABLES

DEFINING VARIABLES

THE LINK MANAGER

Introduction

This chapter introduces you to setting preferences for your output options, importing data from
other applications, the attributes of a variable, cutting and pasting variables and casesin the
datasheet, transformations that can be performed on a variable, and defining design and
longitudinal variables. Also thereis an explanation of the Link Manager that comprises a
powerful set of tools that you can use for screening data.

System Preferences

Y ou can set preferences for the output options for an analysis by selecting the View menu
System Preferences option in the Main window to display the window shown below:

SOLAS Preferences

ot
topensity Method O ptions |

in st box o display its preferences dialog.

e | b

Reading/Saving Data

To import afile into the system select Open from the pull-down File Menu. The Open window
is displayed where the file to be opened can be selected.
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Open

Lock s [ 3 5085 20 2 =1

lameoLLz
CORS

S ristuiss
=] MLTRIAL

Fiepame: ]

I~ Open asread-only

Open
Files of ype: [ Soles -Datasheet [*mdd] < Cancel
Help

)

Supported File Types

See the Readme.txt for the most up to-date list of supported file formats and also Appendix D:

External File Formats. The system can read any of the following file formats:

Datasheet Lotus 1-2-3 Worksheet
Frequency Table Paradox File

Multiple Datasheet Quiattro Pro Worksheet
BMDP New System - Datasheet SAS for Windows/OS2

BMDP New System - Frequency Table

SASfor Unix, SAS IMP

BMDP Port File SAS Transport File

ASCII - Delimited SPLUSFile
dBASE or compatible SPSS Portable File
Excel Worksheet and Excel for Office 2000 SPSS Data File
FoxPro Stata File

Minitab versions 8-12 Statisticaversion 5

SYSTAT File

Gauss File

If you enter a non-system file type in the File Name datafield, you will be prompted to specify a
system file type:

SOLAS Information [<]

SOLAS iz unable ta determine the type of the file pou have selected. Please specify the
conect file type.

After pressing the OK button, the Import File Format window is displayed:

Import File Format
Fomat:
:
Solas - Frequency T able
Solas - Multiple Datashest
Equiv Test - Datasheet Cancel
Equiv Test - Frequency Table —I
EMDP New System - Datashest
EMDP New System - Frequency T able
BMDP Par _ree |
45CH - Delimited
dBASE
Eucel LI

Select afile format and click OK. The system copies the selected file format into the datasheet.
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Chapter 1: Data Management

Import an ASCII File
If the selected file typeis ASCII the following window is displayed:

ASCII File Attributes - Dutput Options

ok |
Cancel

 Columns separated by | Rows separated by ﬂl

© Comma —‘ ’V " <CR> —‘ Help

"|mpmllExpml

& Hata " Data plus variable labels
[

& Space <LF>
£ Tab  <CR><LF>

Surraund character variable with:
[ C Single quote (') C Double quote [*) @ None
~Missing value symbol

" <Space> Number of rows per case: I:l
L)

Import/Export

The Import/Export selection buttons allow you to specify whether the file you want to import
contains Variable Names in the first record:

Data (default) The system reads the first record as variable data or values.
Data plusLabels Thefirst record isread as Variable Names and all subsequent records as
data.

Columns Separated By

The Columns separ ated by selection buttons allow you to choose the character that separates
the variables within the record. Y ou can choose among comma, space, or tab. The system
defaults to space.

Rows Separated By

The Rows separated by selections buttons allow you to choose the end of record marker that
separates records within afile. Y ou can choose among carriage return <CR>, line feed <LF>,
or both <CR><LF>. The system defaultsto <CR><LF>.

Surround character variable with

The Surround character variable with selection buttons allow you to specify charactersto be
used as “surround” characters for your alphanumeric (character) variables. ASCII text files can
have single quote, double quote, or no surround characters. The system defaults to none.

Missing Value Symbol

The Missing Value Symbol selection buttons allow you to specify the charactersto be used in
the datasheet to represent missing values. Only one missing value code is allowed when
importing ASCII.

Y ou can use a space as a character, but only when commas or tabs separate the data. Y ou can
also type in up to seven characters using any printing characters. The system defaultsto an
asterisk.
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Number of Rows Per Case

The Number of rows per case datafield allows you to indicate the number of rows per case.
For example, if each case takes up three rows of data, enter a3 in the box. The system defaults
to 1 row per case. Each case should have the fixed number of rows as specified.

Import Variable Attributes Window

The Import Variable Attributes window is displayed when you want to import any file including
ASCII files. It displaysalist of the variablesin the file to be imported with their associated
Statistical Solutions System type. Y ou can change their type here before the file isimported
into the system.

Import Yariable Attributes

“ariable information: Type:
Varl Shng.....Character 0 [Character 7]

0k

[ ok |
Cancel |
ek |

Help

Use the Type box to change the type of the selected variable(s).

To change an imported variable type:
1. Import afile.

2. Highlight avariable(s) in the Variable information list, and select a new type from
the Type datafield.
3. Click on OK when you are satisfied with all your choices.
The system imports your file and displays it in a new datasheet.

NOTE: Generally the system does not handle date variables. When adate variableis
detected, the system forces this variabl e to represent the number of days since Jan 1,
1900. You may also choose to read date variables as character strings or as
continuous variables
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Specifying Variable Attributes

In general, you will want to name your own variables rather than using default names Var1,
Var2, etc. Most likely, you will also prefer to specify the type of datain the variables. You can
name variables and specify variable type, role and format through the Specify Variable
Attributes window.

To display the Specify Variable Attributes window, double click on the name of avariable in
the datasheet. Alternatively, you can choose Variable Attributes from the Variables menu to
display the Specify Variable Attributes window.

Specify Yariable Attributes B

Basic Attiibutes ICutpointsI Categoriesl Copy Attributesl

Wariable Marne: =
Typs: I_vl Rale: INnnE hd
TreatGrp

Yarniables:

Format

Alignment: IDecwmaI - Figld Width: IE j

™ Scientific Matation Decimal Places: |2 :I

™ Show Group Names ™ Double Precision

E quation:

New Variable |

ak I Cancel | Help |

The Specify Variable Window is a tabbed window that lets you specify the attributes specific to
each variable in your datasheet. It also letsyou set cutpoints, modify categories and copy
attributes. The four tabs are:

Basic Attributes Specifies basic variabl e attributes.

Set Cutpoints Groups continuous or ordinal variables.

M odify Categories  Groups nominal or ordinal variables.

Copy Attributes Copies attributes from one variable to another variable(s).

Specify Basic Attributes

Y ou can use the Basic Attributes window to change from the default Variable Name to any
name not already assigned to a variable in the same datasheet. Each variable must be assigned a
type. Thetype you assign to a variable affects its availability in certain plots and analyses.

A variable can be considered nominal, ordinal, continuous, integer or character. The default is
continuous. The terminology used is comparable to the Stevens classification system (see
Variable Type later in this section). The tabs on the window change according to the type of
variable chosen.
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Role

The Role of avariable can be: None, Grouping, Case Frequency, or Case Label. The default is
None, which you should interpret as any.

Format

The Format section of the Basic Attributes window provides fields for specifying the format of
the valuesin the variable when displayed in the datasheet.

Alignment

The Alignment field lets you choose among Left, Right, Center, and Decimal.

Field Width

The Field Width of a variable refers to the number of charactersthat fit into one cell of the
datasheet. Y ou may want to specify afield width larger than that required by the datain the
variable when you have along variable name.

Scientific Notation

Y ou can specify whether or not your variables are to be displayed in Scientific Notation.

Decimal Places

Y ou can specify the number of Decimal Places that are to be the values for each variable.
Decimal Places has a default of 2, with arange from 0 to 8.

Show Group Names

Use the Show Group Names option to show group names rather than original values for
nominal, ordinal, continuous and integer variables.

Double Precision

Double Precision is applicable to Continuous variables only. Double Precision uses a greater
range and provides more accuracy.

New Variables

The New Variables option lets you create a new variable that is appended to the datasheet.

Append

You can aso use the Append option in the Variables menu. The default type of anew variable
is continuous.

Variable Type

The Type scrolled datafield displays four choices for your variable type. These are:
¢ Continuous
¢ Ordina
¢ Nomind
¢ Integer.
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These four choices are based on both the Stevens' classification system (ordinal and nominal)
and the usual mathematical/ statistical definitions (continuous and integer.) The default valueis
continuous.

Continuous variable

M easurements that can take on any value (up to the limit of the accuracy of the measurement)
within the possible range of that variable. Exampleswould be weight, height, or density. For
such avariable, equal size differences along different parts of the scale are equivalent.

Y ou can use continuous data as if it were nominal or ordinal by categorizing it using the
cutpoint option to separate it into separate categories.

Integer variables

Any number such as 1, 2, 3, etc. or —1, -2, -3, etc. They will be stored without decimal points.
They are often used for counted data. The program will alow you to do all available analyses
with integer data. Statistics such as means computed from them can have decimal values.

Nominal variable

These are numerical representations of categories, or status. Examples are race, religion, or
blood type. The categories are given numerical values but since the categories can be given any
order, any set of numbers can be used to represent them. For example, the user might note the
four blood typesa 1= A, 2=B, 3=AB, and 4 = O but any other four distinct numbers could also
be used. The concept of order has no meaning since 2 is not greater than 1, etc. Note that
nominal variables can be sorted using the Edit menu Sort option.

If you classify avariable as nominal, that variable will not appear in lists of variables for
statistics such as means or variances. Y ou can use nominal variables as explanatory or
independent variablesin regression analysis but the system prompts you to create design
variables for them. See Entering Variables Multiple Regression in Chapter 3.

Ordinal data

Used to imply an underlying order such asawellness scale. Where avalue of 1= poor, 2 = fair,
3=good, and 4 = excellent. Thereisan underlying order or ranking to this data, but the
difference between arating of poor health and fair health may not be equal to the difference
between good and excellent health even though they are both 1 unit apart. Ordinal values do not
have to be integers.

A character value or name rather than a number may denote both nominal and ordinal variables.
For example, male or female instead of 1 and 2 or mild, moderate and severe instead of 1,2, and
3for anillness scale.

Data may be entered as character datainitially, or the Categoriestab can be used to associate a
character value with each numeric value. To change from a number to a character value:

1. Double-click onanominal or ordinal variable in the Datasheet.
2. Choosethe Categories tab from the displayed Specify Variable Attributes window.

3. Typethe desired name in the Group_Name field and press Enter after each entry.
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Stevens also had interval and ratio variables. Here the continuous variable option should be
used for those types of variables. If you classify the variables as ordinal, the program will allow
you to do any available statistical analysis. Note that thisis contrary to the advice of Stevens.
Obvioudly you can call your data any of the four types of variables you wish. Classifying a
variable as nominal isthe only classification that restricts the use of the variable. See Velleman
and Wilkinson (1993) for a discussion of why it is not useful to adhere too strictly to a
classification scheme such as Stevens.

Variable Role

The Role scrolled datafield allows five options that affect how the variables are used in the
planned analysis. The default roleis None.

None

Signifies any role appropriate for the variable type. Other roles are Grouping, X Variable, Y
Variable, Case Label, and Case Frequency.

Case Label

Variables are used to identify individual cases. Hence, for avariable to be useful as a case
label, it must have a unique value for each case. 1n a given datasheet, only one variable can
have the role Case Label at any giventime. If you specify acase label variable, it will be used
as alabel wherever applicable (e.g., scatterplot, missing data pattern) without your being asked.
Case labels may assume other rolesin an analysis, but actual case labels will rarely be
appropriate for anything el se (because they have a unique value for each case).

Aside from case label, the role of a variable does not determineitsuse. A variable with role
grouping, X variable, y variable and case frequency may be used in any role for whichitis
otherwise appropriate.

Case Frequency

Variables act asweights. The weight has the effect of repeating the case, although cases are not
actually added to thelist. If case one has aweight of 3 and case two has aweight of 5, then the
system computes the mean of these two cases as (3X1 + 5X2)/8.

Case frequencies are used when like cases are lumped together, or when some respondents do
not respond in any way to a survey, but there is some information available on them from the
sampling design. 1n a given datasheet, at most one variable can have the role Case Frequency at
any given time.

X and Y Variables

If your datasheet contains a case frequency variable, each time you select an analysis, you will
be asked whether the variable should be used as a frequency variable. If you click Y es, that
variable will not be available for use asan x, y, or grouping variablein the analysis. If you click
No, it will be available for any role for which it is otherwise appropriate.

If you have a datasheet with designated roles that exactly match requirements for agiven
analysis (e.g., ay variable and two grouping variables for a 2-way ANOVA), the specification
dialog will open with the likely choices.
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If there is not an exact match with the requirements of the analysis (e.g., you have two y
variables and 2 grouping variables), the dialog will not make any guesses for you. Receiving
suggested values in specification dialogs is the only affect of setting x and y variables in your
datasheet. See Grouping Variables for a discussion of thisrole.

Copy Attributes

Select the Copy Attributes tab from the Specify Variable Attributes window. The variablein the
Variable Attributes window will always be either the source or the recipient of the attributes.

1. Presstheright-facing arrows button if you want to copy attributes from the variable
selected in the Variables list to the variable in the Current Variable datafield.

2. Presstheleft-facing arrows button if you want to copy attributes from the variable in
the Current Variable datafield to the variable(s) selected in the Variableslist.

Specify Variable Attributes

Basic Atibutes | Cutpeints | Categaries CopyAttibutes |

“Watiables:

P Current Yariable:
TreatGip

Fess 5> o copy attibutes from the variable selected in
the list to the cument variable. Press << to copy alibutes
from the current vaiiable ta the variablfs) selected in the
lst

Ok | Coned | Hep |

If you created a new variable that currently contains no data values, you are still able to copy
atributesto it.

Cutting Datasheet Variables and Cases
To cut variables or cases from a datasheet:
1. Select avariable from the datasheet by clicking onits name. A vertical column
becomes highlighted.
2. Select acase by clicking on the case ID area. A horizontal row becomes highlighted.

Click on Cut in the Edit Menu. The variable or case becomes removed and placed on the
clipboard.

Systems Manual 11



Chapter 1:

atasheet : AIRPOLL2

Data Management

File Edt Vafisbles Use Analze Plot Fomat Yiew Window Help
Rain [EICERTH

R

1 [akronon 36
2 |albanyhy 35
3 |allenPa m
4 |atlantea 87
5 |baltinp 43
6 |birmhmaL 53
7 |vostonma u3
8 |bridgecT [
9 |bufalony 36
[}

cantonOH

36

11 [chatagTh

52

12 [chicagIL

33

13 |cinncion

1e

14 |clevelon

35

T3 Pocymere
af

27

Pop_den Nonuhite Nox il
3243 8.8 15
1281 3.5 10
4260 0.8 [
3125 27.1 []
6u41 P a8
3325 38.5 a2
1679 3.5 a2
2188 5.3 y
6582 8.1 12
4213 6.7 7
2302 22.2 8
6122 16.3 63
1o 13.0 26
aon2 1.7 21
waEn ETIe) n

47

Pasting Datasheet Variables and Cases

To paste avariable or case back into the datasheet by placing an insertion line to indicate the

position for the variable or case:

1. Place aninsertion line between two variables by clicking on the line in the variable

name area between the two variables.

2. Place aninsertion line between two cases by clicking on the line in the case name
area between the two cases. The line becomes thicker than the other vertical or

horizontal lines.

3. Click on Paste in the Edit menu to paste the variable or case.

Edt Vajibles Use Anabze Plot Fomat Wiew Window Help

G, [hame Rain | Pop_den | Nonunite | Mox | Soz | Mortality
1 [akronon 36 3243 88| 15| 50 9219
2 [atbanyny 35 4281 35| 18| 39 sor T
3 |al1enrn a 4260 0.8 5| 3 T R
4 |atlantea a7 3125 274 N T
5 |valtinm 43 a1 ou.4 | 38| 206 Tem1e |
6 |virnhmaL 53 3325 985 | 82| 72 1es0.0 |
7 |vostonna %3 4679 35| 82| 62 TR
8 |vridgect 5 2148 5.3 0 " o R
9 |vuralony 36 6582 81| 12| 37 ez |
18 |canton0h 36 4213 6.7 7] 28 T
11 |enatagTn 52 2302 22.2 8| o7 10180 |
12 |ehicagIL 33 6122 16.3 63| 278 10250 |
1 |cinncion [ w101 3.0 | 26| 146 o5 |
1 |clevelon 35 3042 w7 | 21| 64 ssao T
15 |colunbon a7 4259 131 9| 15 sl
16 |dallasT 35 [ 14.8 1 ] TR
17 |daytonon 36 1029 12.4 u 16 w2 |
18 |denverco 15 ug2u a7 8| 28 st
19 |detrotu 31 u83u 5.8 | 35| 128 woz |
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Grouping variables

When you want to use a continuous or an ordinal variable as a grouping variable, you must
define groups by setting cutpoints for that variable.

Set Cutpoints

If you choose to categorize continuous or ordinal data, you will use the graphical Cutpoints
window. In thiswindow you can see the range of your measurements for the chosen variable.
Y ou can easily add cutpoints one at atime, and you can drag any cutpoint to a different
position.

To specify cutpoints for agrouping variable:

1. Start fromthe datasheet. Choose Group and Set Cutpoints from the Variables
menu, or choose the Cutpoints tab from the Specify Variable Attributes window. 1f
there are no ordinal or continuous variables in the datasheet, the Cutpoints option
will be grayed out.

Specify Variable Attributes

Basic altibutes CURoints | Copy attibutes |

Group by

 Dividing Range inta Intervals of Units § a
o Groups of Equal
" Dividing Range into: Groups at Equal Intervals
% Entering Cutpoints in Box below
37200 Group Frequencies Cutpaints
™ Store Group Hames
in New Variablz
Fiangs
Clear
147.00 2 147.00 50

2. Inthe Cutpoints window, click on the variable to be grouped. The window provides
four options. Most of the time you will find that choosing one of the first three
options will work well for you. Click on your choice, then fill in the blanks. Place
the cursor in the appropriate field, and type in a numerical value.

3. If you prefer to work graphically, you can enter cutpointsin the large cutpoint box.
Click on the button to choose the Entering Cutpointsin Box below option. Place the
cursor in the large cutpoint box and click. A line will appear.

4. Thefirst cutpoint line separates the sample into two groups. For each group, the box
displays the range and the frequency of casesin the group. Y ou can drag the line up
or down and click each time that you want to put in an additional line.

5. Thegraphical cutpoint box in the system gives you complete freedom to choose the
exact cutpoints that you want. The program also lets you see the results
instantaneously. If you do not like your choice, click on Clear and try again.
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6. When you are finished, click OK.

To view the descriptive statistics output with your new grouping:

1. Choose the Descriptive Statistics option from the Analyze menu, and then select
Continuous/Ordinal. The Descriptive Statistics window will appear without
grouping.

2. To add grouping, choose the Grouping option from the Options menu, and select
your new grouping variable.

Modify Categories

Select the Categories tab from the Specify Variable Attributes window or choose Group and
M odify Categoriesin the Datasheet Variables Menu. The system displays the Categories
window.

Only the following tabs are displayed when there are no nominal or ordinal variablesin a
datasheet: Basic Attribute, Cutpoints and Copy Attributes. New category names can be entered
in the Group Name field.

Specify Variable Attributes [x]
Basic Atiibules | Culpaints Categories | Copy Atiibutes |
Index [froup_Name | “alue
T [1.000000 0 Sn_lll
2| 2000000 | 200 |
rE Gl =l

Reorder Categories

Clicking to the l€eft of the bold line of the Index column selects the desired category. The
category becomes highlighted and the Copy button at the top of the screen changesto Cut.
When you click on the Cut button, the category is removed.

Position the cursor at the junction of the bold line and a horizontal line marking the position for
pasting the cut category, the line darkens. Clicking on the Paste button causes the category to
be inserted in the specified position.

Y ou cannot reorder ordinal variables stored asintegers. If you reorder groups for more than
one variable without leaving the window between the changes, the system asks you if you want
to save the displayed categories.

Y ou can use the Group Name field to sort categories by name, and the Vaue field to sort
categories by value. Specify Ascending/Descending for the order in which you want to sort.
The One Group/Value button lets you specify one group for each value. Pressing the Sort
button displays the Sort Categories window.
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Soritby—— Sont Order
(* iiroupname = Ascending
" Value " Descending

(114 I Cancel I Help

Transforming Variables

The system allows you to create new variables by transforming existing variables in your
datasheet. When you define your own transformation you are writing a StatSol Scripting
Language (SSL) expression. If you write an expression that is not understood, the system
displays an error message detailing the input expected by the system. The list of errorsis given
in Appendix C, Error Messages.

Y ou can transform a selected variable in your datasheet from the menu or you can define a
transformation with the User -defined transformation option. This option alows you to define
new variables based on more than one variable and/or more than one function. It also provides
an extended set of functions from which to select. When you transform a variable in your
datasheet. The transformation affects all cases of the variable.

Operators

Use arithmetic and conditional Operators to write a StatSol Scripting Language (SSL)
expression. Be sure to include a space on either side of the Not, And, and Or operators. Y ou
may also type in the formula directly, or edit an existing formula. Y ou can enter keyboard
symbols and numbers directly for addition, multiplication, etc. A table showing the operators,
their meaning and their keyboard entriesis given below:

Qperator Meanina Kevboard Entrv
+or- Addition and subtraction +or-
* multiplication *

/ division /
alllh exponentiation *x
= equal to =
z not equal to /=
g greater than >
> greater than or equal to >=
< less than <
< less than or egual to <=
Not not Not
And and And
Or or Or
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Pre-Defined Functions
The table below shows the pre-defined functions avail able for user-defined transformations:

Groupings Functions

Common Transformations log, In, sgrt, exp(e** X), abs, sign, sq(X**2), inv(1/x), int,
mod(x modulus(p)), (X+a)**p, BoxCox

Trigonometric Functions sin, cos, tan, arcsin, arccos, arctan

Summary Functions N, NMissing, Mean, Median, StdDev, sum, min/max,
intercept, slope, r, area, trapArea, trend, trendConst,
correlation

Cumulative Distribution Functions Normal, Student-t, Chi-square, F, Inverse Normal,
Inverse Student-t, Inverse Chi-square, Inverse F

Multipass Functions Lag, deviate, absdeviation, z score, trimmed, winsorized

Frequency Distribution Functions Normal, Uniform

Transform Window
The Transform window has four tabs which when pressed display the following views:

¢ Common

¢ Trigonometric
¢ Summary

¢ Multipass

If the Transform window is NOT displayed, then the following two notes apply:

NOTE 1: If you select (highlight) a variable column in your datasheet, and then apply asimple
transform from the displayed Variables =» Transfor m menu, the system inserts the
new variable to the right of the selected variable in your datasheet.

NOTE 2: If you select (highlight) a vertical linein any column in your datasheet, and then apply
asimple transform from the displayed Variables =» Transform menu, the new
variable isinserted at that point.

Otherwise, the transformed variable is displayed in the column to the right of the last variable
entered in your datasheet.

NOTE: Transformations regquire matching parenthesesin the expression.

Common and Trigonometric Transformations

Y ou can use Trigonometric functions (sin, cos, tan, arcsin, arccos, arctan) when avariableisan
angle and you want the sine, cosine, or tangent of the angle. Y ou must provide the anglein
radians.

Degreesto Radians To change an angle given in degrees to radians, multiply by
17180=0.017453.

Inverse trigonometric functions are arc sines, arc cosines, and arc tangents. The system gives
theresult in radians. The arc sine transformation is sometimes used with binomial data.
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From the Variables menu, select Transform =»User -defined transfor mation, the Transform
window is displayed.

mmmmmmmmmm w | Multpass |
7= 5 [=] < [ <=/ And] 0r [Not]

sian
59 (12
i (1741

nod [ modulusil)
[+a]~p
o

Crear | 0K | Cencel Help

Common transformation
To perform a Common transformation, execute the following steps:

1.
2.
3.

5.

Click on the variable to be transformed in the Variabl es listbox.
The selected variable is displayed in the Transformation datafield.

Select acommon function from the listbox, or an arithmetric operator from the
selection buttons at the top of the window. The expression is displayed in the
Transformation datafield.

When the transformation expression is complete, you can modify the variable namein
the New Variables datafield, or accept the default name.

Press the OK button to perform the transformation and display the transformed
variable in the datasheet, or pressthe Clear button to redo the transformation.

Trigonometric transformation
To perform atrigonometric transformation, execute the following steps:

1.

Press the Trigonometric tab in the Specify Transformation window to display the
Trigonometric view as shown below:

Click on the variable to be transformed in the V ariables listbox.
The selected variable is displayed in the Transformation datafield.

Select atrigonometric function from the listbox, or an arithmetric operator from the
selection buttons at the top of the window. The expression is displayed in the
Transformation datafield.

When the transformation expression is complete, you can modify the variable namein
the New Variables datafield, or accept the default name.

Pressthe OK button to perform the transformation and display the transformed
variable in the datasheet, or pressthe Clear button to redo the transformation.
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Specify Transformation

Cormon  Trigonemetic | Summary | Mulipass |

][ 7 =[] = =] [>= < [<=&nd] Or Net|

Mew Variable: Transfarmation

Wariables,

i ender
185 core Functions
sin
cos
tan
asin
acos
atan

Clear | ok | cencel | Hep

Common Transformations Definitions

log
The log function returns the logarithm of a variable (base 10). The system language
representation is:

transformed variable = log(original variable)
In

The In function returns the logarithm of a variable to the base e. The system language
representation is.

transformed variable = In(original variable)

sqrt

The sgrt function returns the square root of avariable. The system language representation is:
transformed variable = sgrt(original variable)

exp(e**X)

The exp function is an exponential transformation on the original variable X and returns the
mathematical constant e (=2.71828) raised to a power given by X. The system language
representation is.

transformed variable = exp(original variable)
Thisresultsin large numbersif X islarge; do not use if the original value is greater than 80.

abs

The abs function returns the absolute value of avariable. The transformed variableis equal to
the original variable X if X is non-negative, or equal to the negative of X if X isnegative. The
system language representation is:

transformed variable = abs(original variable)
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sign
The sign function of the original variable X returnsavalue of: -1 if X is negative, and 1 if X is
zero or positive. The system language representation is:

transformed variable = sign(original variable)
sq (X**2)
The sq function returns the square of the original variable X, or X times X. The system language
representation is:

transformed variable = sg(original variable)
inv (1/X)

Theinv function returns the inverse of the original variable X, or 1/X. The system language
representation is:

transformed variable = inv(original variable)
int
Theint function returns the integer part of avariable. The transformed variable is equal to the
original variable X if X isan integer; equal to the largest integer that islessthan X if Xis
positive; or equal to the smallest integer that is greater than X if X isnegative. The system
language representation is:

transformed variable = int(original variable)
mod (x modulus(p))
The mod function returns the remainder of the original variable X divided by p. The system
language representation is:

transformed variable = mod(original variable, p)
where p is a positive number.
When you choose this function, the system displays atemplate. Drag and drop the appropriate
variableinto the x field. Then enter avalue for p.
(X+a)**p

The function (X+a)**p is awidely used power function. Commonly-chosen values of p are-1, -
.5, .5, or 2. The system language representation is:

transformed variable = (original variable + a)**p

Where the constant a is commonly taken as zero, but can not be less than, or equal to, the
negative of the minimum value of X for some values of p. For example, you cannot take the
square root of a negative number, or missing values will be generated. The (X+a)® option lets
you define one or more power transformations of a given variable.

When you choose this function, the system displays a templ ate.

Drag and drop the appropriate variable into the x field. Then enter avalue for a and a value for
p.
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BoxCox

The BoxCox function returns the following transformations:
transformed variable = ((original variable+ta)®-1)/p p#0
transformed variable = In(original variable+a) p=0

where aisaconstant and p is any number. The system language representation is:
transformed variable=BoxCox(original variable, a, p)

When you choose this function, the system displays atemplate. Drag and drop the appropriate
variable into the X field. Then enter avalue for a and avalue for p.

Trigonometric Transformations Definitions
sin
The sin function returns the trigonometric sine of the original variable X, where X is assumed to
beinradians. The system language representation is:
transformed variable = sin(original variable)

cos

The cos function returns the trigonometric cosine of the original variable X, where X is assumed
to beinradians. The system language representation is:

transformed variable = cos(original variable)

tan

The tan function returns the trigonometric tangent of the original variable X, where X is assumed
to bein radians. The system language representation is:

transformed variable = tan(original variable)

arcsin
The arcsin function is the inverse trigonometric function of the sine and returnsavaluein
radians. The absolute value of the original variable X must be less than or equal to 1. The
system language representation is:

transformed variable = arcsin(original variable)
arccos
The arccos function is the inverse trigonometric function of the cosine and returnsavalue in
radians. The absolute value of the original variable X must be less than or equal to 1. The
system language representation is:

transformed variable = arccos(origina variable)
arctan

The arctan function is the inverse trigonometric function of the tangent in radians. The system
language representation is:
transformed variable = arctan(original variable)
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Summary Transformations

The Summary option in the Specify Transformation window allows you to create a new
variable that summarizes data from two or more related variables (e.g., averages). The
Summary option computes summary statistics based on a set of variables for each case. These
include the number of valid values in the set (N), the number of missing values in the set

(NMissing), the mean, median, standard deviation, sum, minimum value, and maximum value of
the set.

The Summary view in the Specify Transformations window displays alistbox with options: N,
NMissing, Mean, Median, StdDev, sum, min/max.

Summary transformation

To perform a Summary transformation, execute the following steps:

1. Pressthe Summary tab in the Specify Transformation window to display the Summary
view as shown below:

Specify Transformation

Comnrman | Trigonometic  Summary |Mu\lipass |
3 N R I 2 S e e AT

New ariable: Transtormation:
[vai3

Wariables: Wars bo summarize: Summary
funchons:

TreatGip Add | Reset]

Select desired function and drag variables inta the Yariables to
Summarize: listhos:
[ElEar, | oK I Cancel | Help I

2. Drag and drop the variable(s) to be summarized from the Variables listbox to the
Variables to summarize listbox.

NOTE: If you wish to re-select different variables, press the Reset button to clear the
Variables to summarize listbox.
3. Highlight afunction in the Summary functions listbox, and press the Add button.

The selected variable and the function to be applied is displayed in the Transformation
datafield.

When the transformation expression is complete, you can modify the variable name in the Name
Variables datafield, or accept the default name.

4. Pressthe OK button to perform the transformation and display the transformed
variable in the datasheet, or pressthe Clear button to redo the transformation.
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Summary Functions Definitions
N

The N function returns the number of valid valuesin a set of variables for each case. The
system language representation is: transformed variable = N(variable list), where variable list
enumerates the names of variablesin the set, separated by commas.

NMissing

The NMissing function returns the number of missing valuesin a set of variables for each case.
The system language representation is. transformed variable = NMissing(variable list)

where variable list enumerates the names of variablesin the set, separated by commeas.

mean
The mean function returns the average value in a set of variables for each case. The system
language representation is:

transformed variable = mean(variable list)
where variable list enumerates the names of variablesin the set, separated by commeas.
See mean under Descriptive Statistics.

median
The median function returns the median value in a set of variables for each case. The system
language representationis:
transformed variable = median(variable list)
where variable list enumerates the names of variablesin the set, separated by commas.

StdDev
The StdDev function returns the standard deviation in a set of variables for each case. The
system language representation is:

transformed variable = StdDev(variable list)
where variable list enumerates the names of variablesin the set, separated by commas. At least
two variables are required.
sum
The sum function returns the sum of valuesin a set of variables for each case. The system
language representation is:

transformed variable = sum(variable list)
where variable list enumerates the names of variablesin the set, separated by commas.

min/max

The min/max function returns the minimum/maximum value in a set of variables for each case.
The system language representation is: transformed variable = min(variable list) , or,
transformed variable = max(variable list), where variable list enumerates the names of variables
in the set, separated by commas.
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intercept
The intercept function returns the constant a of the regression liney = a + bx

slope
The dope function returns the coefficient b of the regression liney = a + bx

r
Ther function returns the correlation coefficient r (x,y)

area
The area function returnsthe areaunder y: (y1 + 2y, +...4 2'yna + Vi) / 2

trapArea

The trapArea function returns the area under y via the trapezoidal rule: sum ((x— %)~ (yis +
1)/ 2)

trend
The trend function returns the trend of (y,Y....,yn) over (1,2,...,n)

trendConst

The trendConst function returns the intercept of the trend line; i.e., constant of regression line
through:

(L1, (NYn)

correlation
The correlation function returns the correlation of (1,2,...,n) and (y1,Y2...,Yn)

Multipass Transformations

When you enter most transformations, you can simply choose one transformation after another
to be added to your expression. However, there are a few transformations that cannot become
part of an expression. If you try to use one of them in an expression, the system will give you a
message stating that you cannot use it in an expression. For multipass transformations, the
following cannot become part of an expression:

deviations, absolute deviation, z-scores, trimmed, winsorized, lag.

Multipass Functions

The Multipass option includes transformations of the variable X that require the system to go
through the datasheet more than once. The variables formed by the multipass transformations
differ from other transformationsin their linkage: See the topic Linkage in the online help
system. The resulting multipass-transformed variable is not linked to the original variable.

Y ou cannot use a multipass transformation in a transformation with other variables or
functions.

Y ou can use a multipass-transformed variable in a subsequent transformation to create a new
variable. If you do that, the two variables will be linked.
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The definitions for the Multipass functions are given below.
Multipass transformation
To perform a Multipass transformation, execute the following steps:

1. Pressthe Multipass tab in the Specify Transformation window to display the Multipass
view as shown below:

Specify Transformation

Commen | Trigonometric | Summary ~ Multipass

Hew Variable: Functior:

[ —

Wariables:

numGender
105core:

Drag variable into box and select desired function.

Cicar_ | i3 Cocel | Hen |

2. Drag and drop the variable for the Multipass transformation to the Variable datafield.
3. Select afunction for the transform from the Functions scrolled listbox.

NOTE: If theLag function isselected, the n datafield is displayed and a Lag value should be
entered. If the Trimmed, or Winsorized functions are selected, a % Trimming datafield
is displayed where a value should be entered.

4. Pressthe centre OK button to display the transform in the Function datafield, or press
the Reset button to select a different variable for the transformation.

5. Pressthelower OK button to perform the transformation and display the transformed
variable in the datasheet, or press the Clear button to redo the transformation.

Multipass function definitions

deviations
The deviations function returns the deviation of the original variable X from its mean (i.e., X
minus the mean of X). The system language representation is:

transformed variable = deviation(original variable)

absolute deviation
The absolute deviation function returns the absolute value of the deviation of the original
variable X fromits median (i.e., [X minus the mean of X|). The system language representation
is:

transformed variable = absdeviation(original variable)
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Z-Scores

The z-scores function returns the standardized value of the original variable X (i.e., the deviation
of X from its mean divided by its standard deviation). The system language representation is:

transformed variable = z_score(original variable)

lag

The lag function returns the lagged values of the original variable X. The default is of order
one. That is, theith value of the transformed variable isthe (i - 1)th value of the original
variable. Under user-defined transformation, you can specify a general lag function of any
order less than the number of cases, positive or negative. The system language representation
is: transformed variable = lag(original variable, n), where n isinteger-valued. In general, the
ith value of the transformed variable is equal to the (i — n)th value of the original variable.
Missing values are generated when (i — n) islessthan 1 or greater than the total sample size N.
When you choose this function, the system displays atemplate. Drag and drop the appropriate
variableinto the x field. Then enter avalue for n.

trimmed
The trimmed function returns:

+ thevaluesof the original variable X if the values fall in the region located in the
middle (1 - 2p)p percent of the data,

¢ missing valuesif X fallsin the upper or lower 100p percent region.

The trimming region is determined by specifying atrimming percent level. The specified
percentage of the sample istrimmed at both ends. Default is5 percent. The trimmed values are
the sample of X values that remains after discarding the ith largest and ith smallest values. The
system language representation is:

transformed variable = trimmed(original variable, p)
where p is the trimming percent level; p should be between 0 and 0.25.
winsorized
The winsorized function returns:

+ thevalues of the original variable X if the values fall in the region located in the
middle (1 - 2p)100 percent of the data;

¢ thesmallest X value in the middle region if the original value isin the lower 100p
percent region; and

+ thelargest X valuein the middle region if the original valueisin the upper 100p
percent region.
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This function basically replaces extreme values with less extreme values in the data. The system
language representation is:
transformed variable = winsorized(original variable, p)
where p is the trimming percent level; p should be between 0 and 0.25.
For an example using Multiple Transformation Functions, see the online help.

Cumulative and Frequency Distributions

Selecting the Distributions option in a datasheet Variables menu displays the Specify
Distribution window that allows you to create a new variable and specify its Cumulative or

Frequency distribution. This window has two selectable tabs, Cumulative Distributions and
Frequency Distributions.

The Cumulative Distributions view has a listbox with the following selectable functions:
¢ Normal, Student-t, Chi-square, F, Inverse Normal
¢ Inverse Student-t, Inverse Chi-square, Inverse F..

The Frequency Distribution option allows you to generate one or more random samples that
follow either the normal distribution or the uniform distribution.

The seed isan integer that is used by the random number generator. If you want to obtain a

sample containing the same sequence and values in it as a previous sample, use as a seed the
identical number that was used in the first sample. Otherwise, use a different seed. Suitable
values for the seed range from 1 to 30,000.

The Frequency Distributions view has alistbox with the following selectable functions:
— Normal or Uniform.
Cumulative Distribution
To perform a Cumulative Distribution transform on a variable, execute the following steps:

1. Inadatasheet Variables menu select Distributionsto display the Specify
Distribution window as shown below:

Drag and drop a variable from the Variables listbox to the Value datafield.
3. Select the function that is to be applied to the variable.
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Specify Distribution

Curnmulative Distributions | Frequency Distributions |

Mew Wariable Function:
var23 = |
‘ariables: Functions:
0BS | Normal
SYMPDLUR ul Student_t
AGE Chi_zquare
Measd,_0 el F
Measd_1 InvM ormal
Meazd,_2 InvStudent_t
sqMeash_2 Mumerator degs InvChi_square
Meazd_3 of freedom
MeasB_0
MeasB_1
Meastl_2 Dien. degs of freedam
MeasB_3
Meazd_4 X

[l Reset |

To change degrees of freedom, type in appropriate bos.

[z Ok I Cancel | Help |
NOTE: Depending on the function selected, additional datafields will be displayed as shown
below:
Functions:
Student-t
Rl Ehi-squale

Inverse Mormal
Irwverse Student-t
Inverze Chi-zquare

Degs of freedom Inverse F

(% | Hesetl

The datafield shown above will be displayed when the following functions are selected:
Student-t, Chi-square, Inverse student-t and Inverse Chi-square.

4. Enter aninteger value for the Degrees of freedom.

5. If the values need to be modified at this stage, press the Reset button and enter the new
values.

6. Pressthe center OK button. The expression is displayed in the Function datafield.

N

If the expression needs to be modified, press the Clear button and repeat from step 2.

8. When the expression in the Function datafield is correct, press the lower OK button,
and the transformed variable will be displayed in the datasheet.
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The datafield shown below will be displayed when the functions F and Inverse F are selected:

Functiofis:
F
F Walus
Irwerse Mormnal
Irverse Student-t
Mumerator degs Irverse Chi-square
of freedom Irveerse F

Den. degs of freedom

] | Hesetl

For the F and Inverse F functions, integer values should be entered in the Numerator and
Denominator datafields, then continue from step 4 above.

Frequency Distribution

1. Ina Specify Distribution window, press the Frequency Distribution tab to display the
window shown below:

Specify Distribution E

Cumrmulative Distibutions ~ Frequency Distributions I

Mew W ariable: Function

- |

Functions:

rormnal
0 unifarm

[ElEAn ok I Cancel Help
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NOTE: Depending on the function selected, additional datafieldswill be displayed as shown

below

normal

Mean:
i

Standard deviation:
1

Seed:

|12315
oK I Feset |

2. Enter the Standard deviation and Seed values.
3. If thevalues need to be modified at this stage, press the Reset button and enter the new

values.

4. Pressthe center OK button. The expressionis displayed in the Function datafield.
5. If the expression need to be modified, press the Clear button and repeat from step 2.

6. When the expressionis correct, press the lower OK button and the transformed
variable will be displayed in the datasheet.

The datafield areas shown below will be displayed when the Uniform function is selected from

the Specify Distribution window:

unifarm

I iirnLari:
1]

[GERTI
1

Seed:

|12315
ak I Hesetl

For the Uniform function, integer values should be entered in the Minimum and Seed datafields,

then continue from step 3 above.

Cumulative Distribution Function Definitions

The following functions are defined as Cumulative Distributions:

Normal

The GCDF function returns the density area to the left of the original variable X based on a

standard normal distribution.
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The system language representation is:
transformed variable = GCDF(origina variable).

Student-t

The TCDF function returns the density areato the | eft of the original variable X based on a
Student’st distribution. The system language representationis:

transformed variable = TCDF(original variable, df)
where df is the degrees of freedom.

Chi-square

The CCDF function returns the density areato the left of the original variable X based on a chi-
sguare distribution. The system language representation is:

transformed variable = CCDF(original variable, df)
where df is the degrees of freedom.

F

The FCDF function returns the density areato the left of the original variable X based onan F
distribution. The system language representation is:

transformed variable = FCDF(original variable, dfl, df2)
where df1 and df2 are the numerator and denominator degrees of freedom, respectively.

Inverse Normal

The GCDI function isthe inverse function of GCDF and returns a quantile val ue corresponding
to an areato the | eft given by the original variable X based on a standard normal distribution.
The system language representation is:

transformed variable = GCDI (original variable)
The value of X must be greater than zero and less than 1.

Inverse Student-t

The TCDI function isthe inverse function of TCDF and returns a quantile value corresponding
to an areato the left given by the original variable X based on a Student’ st distribution. The
system language representation is:

transformed variable = TCDI(original variable, df)
where df is the degrees of freedom. The value of X must be greater than zero and less than 1.

Inverse Chi-square

The CCDI function is the inverse function of CCDF and returns a quantile value corresponding
to an areato the | eft given by the original variable X based on a chi-square distribution. The
system language representation is:

transformed variable = CCDI (original variable, df)
where df is the degrees of freedom. The value of X must be greater than zero and less than 1.
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Inverse F

The FCDI function is the inverse function of FCDF and returns a quantile value corresponding
to an areato the left given by the original variable X based on an F distribution. The system
language representation is:

transformed variable = FCDI (original variable, dfl, df2)

where dfl and df2 are the numerator and denominator degrees of freedom, respectively. The
value of X must be greater than zero and less than 1.

For an example using Cumulative Distributions, see the online help.

Frequency Distribution Function Definitions

Normal

The normal function returns anormal random deviate. The system language representation is:
transformed variable = normal(m, s)

where mand s are the population mean and standard deviation, respectively.

Uniform

The uniform function returns a uniform random deviate. The system language representation is:
transformed variable = uniform(min, max)

where min and max are the population minimum and maximum val ues.

For an example of using Random Number Functions, see the online help.

Defining Variables

Variables are entered and removed from analyses as a unit. Longitudinal Variables are derived
from existing variable - related measures of some kind (e.g. blood pressure readings by week).
In the case of missing data, these variables are used in the system to impute missing values using
different techniques such as Multiple Imputation, Group Mean, Last Vaue Carried Forward and
Hot Decking.

Y ou can define variables by selecting the Variables menu Define Variables option and
choosing Design Variables or L ongitudinal, depending on the type of variable you wish to
define. Windows are displayed where it is possible to define the Longitudinal variables and
Design variables, and modify and remove existing variables.

Defining Longitudinal Variables

Longitudinal variables are variables which are intended to be measured at several pointsin time,
for example, pre and post test, measurements of an outcome variable made at monthly intervals,
laboratory tests made at each visit from baseline, through the treatment period, and through the
follow-up period. If, for example, patients’ blood pressures are to be recorded every month
over aperiod of six months, we would refer to this as one longitudinal variable consisting of six
repeated measures or periods.
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The Define Longitudinal Variable window lists al currently defined Longitudinal Variables.
The Type and Role of the current variable are indicated in the Type and Rolefields. See
definitions earlier in the chapter.

Longitudinal Variables

The Longitudinal Variables listbox contains any previoudy defined longitudinal variables.
When you select a Longitudinal Variable name in the Variables listbox, the name of the
Longitudinal Variable is placed in the Name field and the variable members appear in the
Repeated Measurements list.

Name

The Name field contains a default name or the name of the Longitudinal Variable selected.

Variables

The Variables scrolled listbox shows all the variablesin the data set, omitting only character
variables and variables with no data.

Elements in Variable

The Elementsin Variable table displays the current members of the current set of variables
defining the longitudinal variable. Y ou can drag variables into the Elementsin Variable table
fromthe Variableslistbox. You can drag variables out of the Elementsin Variable table to the
Variables listbox.

New Variable button

The New Variable button is enabled only when there are variables in Repeated M easurements
list. Itisused to define new variable sets.

Delete Variable

Use the Delete Variable button to remove a currently specified set. This button is enabled
whenever there are elements in the Repeated Measurements list.

Initialize from Variable Name

The Initialize from Variable Name button is used to simplify the definition of set names. The
Initialize from Variable Name button is enabled only if theinitial or first part of avariable name
matching avariable in the Variables listbox is entered into the Name field and you press return.
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Define Longitudinal ¥ariable

Longitudinal ' ariables: Mame:

JLart

Elements in Y ariable

Element | F'eriod|

Elemets:

Meash_3 LI [l ete i Arratie Ilew i anahlE |

i Drag Yariable
Type: Iritti=lize fromm Yaratle Hiane |
B Missing:

ak. I Camcell Help |

To define longitudinal variables, perform the following steps:

1.

Openthefile MI_TRIAL.MDD (located in the SAMPLES subdirectory), select the
Variables menu Define Variables option and the L ongitudinal option. This data
set contains two longitudinal variables, each of which is made up of a baseline period
and 3 post-baseline periods. The system assigns a default name of LVarl to the first
longitudinal variable.

Change this name to MeasA by typing the name into the Name field.

Click and drag the baseline variable (MeasA_0) from the Variables listbox to the
first row of the Repeated Measurements field. The system automatically assigns a
period value of zero to this element.

Drag the first post-baseline variable (MeasA_1), then the second post-baseline
variable (MeasA_2), and finally the third post-baseline variable (MeasA_3). These
elements will be assigned period values of 1, 2, etc. but you can change these by
typing in new values.

For example, you might want to change the default period values if your repeated
measurements were taken at monthl, month6, and month8i.e., at unequal time
intervals. By setting the period valuesto 1, 6, and 8, you can ensure that linear
interpolation of bounded missings will be correct. In this example, the
measurements were taken at monthl, month2, and month3, so we can keep the
default values.

Click on New Variable to define the elements of our second longitudinal variable. A
window is displayed asking if you want to save your changes to the longitudinal
variable MeasA.

Click Yes.
Type the name MeasB in the name field.

Drag the baseline variable (MeasB_0) from the Variables listbox to the next blank
row of the Repeated Measurements field.

Systems Manual 33



Chapter 1: Data Management

10. Drag the first post-baseline variable (MeasB_1) from the Variables listbox to the
next blank row of the Repeated M easurementsfield.

11. Continue dragging variables until you have defined all of the periods.

12. When you are satisfied that you have defined your longitudinal variable(s) correctly,
click OK to finish.

Defining Design Variables

If acategorical variable has k values or categories, the system will generate k-1 design variables
using the Partial method. In the Partial method, each design variable is used with the other
design variables to contrast a category with the first category (i.e. the reference group).

Variables
The Variables|list box lists all currently defined nominal and ordinal variables.

Reference Group

The Reference Group list box lists the category names/values of the variable that is highlighted
inthe Variableslist. Selecting a category from thislist controls which category will be used as
the reference group. The system creates default design variables that you can either accept or
change.

Design Variables

Double clicking on a particular design variable causes a Variable Attributes window to be
displayed with Scientific Notation, Field Width and Decimal Place information for the variable.
Names

Click on the Names button to display the Design Variables Names window. In that box, you
can enter a new name or accept the system default. Y ou can regroup variables into different
categories also.

Regroup

Selecting Regroup causes the system to display the Categories window which you can use to
regroup variablesinto different categories. The current category of the variable is displayed in
Category. See Modify Categories earlier in this chapter.

Delete Vars

This option is accessible only after you have created design variables in the datasheet. Selecting
Delete Varswill delete the design variables associated with the current variable in the datasheet.
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Define Design Yariables:

Yariables: Category  Design Variables
DTreatb_1
1.000000 {0D.00000000
2.000000

Reference group:

2.000000

Regroup... Delete Vars I

ok | Cancel | Help |

Choose the Variables menu Define Variables option and then the Design Variables... option
from the datasheet. The Define Design Variables window is displayed.

Link Manager

All of your results (analyses and plots) are linked to the datasheet (or frequency table) from
which they were derived. Unless you break the link, changes to the datasheet will be reflected
in all of the results derived from it. Similarly, if you make a change to aresult in an output
window (regression or plot for example), the datasheet being used will reflect the change, and if
the change is global, any other connected (linked) results will be affected.

For example, suppose you add a case to a datasheet from which you have obtained three
scatterplots, a multiple regression, and descriptive statistics. A new point will appear in the
scatterplots, and both the regression and the statistics will be recomputed.

If you omit a point (globally) in one of the scatterplots, the case will disappear from all three
scatterplots, and the case number will be grayed out in the datasheet (indicating that it isnot in

use). Finally, the regression and descriptive statistics will be recomputed without the omitted
point.

Y our point selection is also reflected in al linked windows. 1f you highlight a set of pointsin
one of the plots, the corresponding cases will be highlighted in the other plots and in the
datashest.

How the Link Manager Operates

The Link Manager comprises a powerful set of tools that you can use for screening data. Using
the facilities provided by the Link Manager, you quickly demonstrate the effects of transforming
your data, removing outliers, including or excluding variables, etc. Also, you can readily pick
out related cases in various representations of the data. However, you need to understand how
the Link Manager operates in order to use it to its full advantage.

The Link Manager maintains linkage between a datasheet, or frequency table, and all of its
results, whether they are open or unopened. Certain kinds of changes automatically update all
open linked windows immediately. These include adding or deleting cases, changing data
values (including redefining a variable using a transformation), and changing a variable name.
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Unless the change will invalidate open results, you will receive no warning about these updates.
Y ou may want to unlink certain results so that you can compare the results obtained before, and
after amodification. Alternatively, you may prefer to copy the original datasheet and maintain
two treesin your exploration of the data.

Whether or not you unlink results, it is good practice to save a copy of your original data under
adifferent name until you are sure that you no longer need it. Examples of using the Link
Manager are given in Chapter 8 — Tutorial.

Making Local and Global Changes

In some of the plots and analyses you can omit cases locally, aswell as globally. A local
change isreflected only in the output results in which you make the change. For example; you
can locally omit pointsin the scatterplot and simple regression output results windows.

For alocal change, the system re-computes displayed reference lines and statistics for these
output results and grays out the point, but no other associated results are affected. This feature
allows you to compare results based on alternative sel ections from the data without unlinking
any output results.

A global changeis reflected in al open output results. The system re-computes all statistics for
all open output results associated with the datasheet.

When Linked Results are Invalid

Some changes may invalidate linked results. For example, deleting or omitting a variable used
in alinked analysis may leave nothing to analyze. Changing the number of groups defined by a
grouping variable may make an analysis inapplicable, e.g. at-test, which can have only two
groups.

Even deleting cases or changing values can sometimes invalidate analyses, e.g. if al values of a
variable are equal, or there are no longer enough usable cases for the analysis. When you make
achange that will invalidate any linked result, the system prompts you to delete or unlink that
result.

Cutting and Pasting Variables and Cases

Y ou may want to perform a cut to reorder or delete variables or cases. For example; you can
cut avariable and then paste it next to arelated variable so that you can view them together
easily. Such operations have no effect on results, aslong as you paste the cut elements back
into the same datasheet. However, you can also cut an element to delete it, or to moveit to
another datasheet, and either of those operations could invalidate linked results.

If you cut a case or variable that is essential to maintaining alinked result, the system asks you
if you intend to paste the element back into the same datasheet. If you indicate that you do not
intend to paste back, the cut will be treated like a delete, and the system prompts you to delete
or unlink the invalid resuilt.

If you indicate that you do intend to paste the element back into the datasheet, the system
prevents you from doing anything else until you complete the paste operation.
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Opening Linked Results

The datasheet and frequency table editor File Menus both provide an option to Open Linked
Results. At any time during a session you can use this option to open saved results. You can
open a datasheet and ask to see alinked plot. If the datasheet is changed, it should be noted that
all results becomeinvalid and the Open Linked Results and Delete Linked Results menu
options are grayed out.

All datasheet and frequency table windows in the system have the following linkage choices
available:

¢ Open Linked Results
¢ Delete Linked Results
All the result windows in the system have the following linkage choice available:
¢ Unlink Results
Open Linked Results
1. Click on Open Linked Results... inthe File Menu. The Open Linked Results
window is displayed.

2. Click on the name(s) of the results that you want to open. Each choice is highlighted
to indicate your selection.

3. When you are satisfied with your choices, click on Open Selection. The system
opens al of the result windows that have been selected.

4. Click onceto select, click again to deselect.

Unlink Results

1. Click onUnlink... in the File Menu. The system displays the Name for New
Datasheet window.

Enter a name for your new datasheet.

3. Click OK. At thispoint, you have not yet saved the result. If you want to save the
result, select the Save Result option from the File Menu in the result window.
Delete linked results

1. Click onthe Delete Linked Results... option in the File Menu. The system displays
the Delete Linked Results window.

2. Click onthefiles you want to delete, then click on Delete Selection or Delete All as
required.
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Saving Linked Results

When you close a datasheet, the system asks you if you want to save the results currently open.
Y ou can selectively save one or more of these results:

1. To Save All Results: click on the Save All button. All results are saved and stored
with the datasheet from which they were derived.

2. To Save Selected Results: highlight the results you want to save, then click onthe
Save Selection button. The selected results are saved and stored with the datasheet
from which they were derived.

3. To Quit without Saving Any Results: click on the Do Not Save button.

Dealing with Open Invalid Results
1. If you make achange that will invalidate currently open linked results, the Unlink
Results window is displayed. Y ou can unlink, save, or delete these results.
Unlink and Save Selected Results

1. Drag and drop the result(s) choice(s) from the These Results are no longer valid
field to the Resultsto Save in New Filefield. The system gives a default name
(FILEL) to thefile for the new datasheet that will be linked to the results you are
unlinking. This datasheet will have only the variables that are a part of your results.

2. Accept the default name or enter a new name.

3. Click OK when you are finished with thiswindow. The OK button is enabled when
the These Resultsare no longer valid field is empty.

Delete Selected Results
1. Drag and drop the result(s) choice(s) to the Resultsto Deletefield.

2. Click OK when you are finished with thiswindow. The OK button is enabled when
the These Resultsare no longer valid field is empty. The results are del eted.

Delete all Results
1. Click on Delete All.

2. Click OK.
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Results made Invalid by Cutting a Variable
If when cutting avariable or case, you invalidate the open linked results:

1. The system displays a message window informing you that the results will be not be
valid unless the contents of the clipboard are pasted back into the datasheet.

2. Click on Yesto enable you to paste the variable back into the datasheet.

NOTE: If you click on the Yes button, the system will not allow you to do anything until after
you have pasted the deleted element back into the datasheet.

3. Click on No to delete, or unlink the results.
NOTE: If you click on the No button, the Unlink Results window is displayed.

Unlink and Save all Results
1. Click on SaveAll.

2. All results names appear in the Resultsto Savein New Filefield, and a default
name (FILE1) is given to the file for the new datasheet that will be linked to the
results you are unlinking. This datasheet will have only the variables that contribute
to your results.

3. Accept the default name or enter a new name.

4. Click OK when you are finished with this window.

Results to Save in New File

All results names appear in the Resultsto Save in New Filefield, and a default name (FILEL)
isgiven to thefile for the new datasheet that will be linked to the results you are unlinking. This
datasheet will have only the variables that contribute to your results.

Delete all Files

5. Click onthe Delete Linked Results... option in the File Menu. The system displays
the Delete Linked Results window, then click on Delete All.

Name for New File

The system gives a default name (FILEL) to the file for the new datasheet that will be linked to
the results you are unlinking.

Dealing with Unopened Linked Results

At some time, you might have a datasheet with alinked result(s) window that is not currently
open. If you make a change to that datasheet, al linked results become invalid, and the Open
Linked Results option is grayed out in the File Menu. This means that you can no longer open
those results from the current datasheet.

If you want to preserve the original version of the unchanged datasheet along with its linked
results, you should save the changed datasheet with a new name by using the Save As... option
in the File Menu. That procedure ensures that your origina datasheet and its linked results
remain untouched by your changes.
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2. Descriptive Statistics

BASIC SET GROUP

INDEPENDENCE GROUP

OUTLIERS GROUP

NORMALITY GROUP

ROBUST STATISTICS GROUP

Introduction

The system includes functions for describing distributions of Continuous/Ordinal and
Ordinal/Nominal variables.

For Ordinal/Nominal variables, the system gives the sample size N, and the proportion of cases
for each distinct numerical value. For Continuous/Ordinal variables, five groups of output
options are available. Each output option group is described in the following chapter.

From a datasheet menu-bar, select Analyze, select Descriptive Statistics from the displayed
menu, then select Continuous/Ordinal from the submenu shown below:

Edt Varisbles LUse | Analze Plot Fomat View Window Help
s SPECTE  Single Imputation 3 |PnLuIn ‘ PETALLEN PETALWID | =

ultiple Impuitation 3

E [1 - 69600004 13.30 | 1.48 9.29

> Descriptive Statistics Continuaus/IntegerDrdinal y! > 28 -
Fegression ¥ Ordinal/Nominal -

3 Tables.. 7.80 5.60 1.50
tand Nonparametiic Tests. .

4 ANDVA 32.10 5.60 2.40

° Rur BMDP Classic 2.80 518 1.58

5 T %59 3.48 1.40 0.30

7 3 6.90 3.18 5.10 2.30

8 2 6.20 2.20 4.50 1.50

9 2 5.98 3.20 4.30 1.30

18 1 4_68 3.68 1.00 0.20

11 2 6.18 3.00 4.60 1.40

12 2 6.00 2.70 5.10 1.60

13 3 6.58 3.00 5.20 2.00 -LI

Selecting Continuous/Ordinal displays the window shown below:

NOTE: The contents of the windows shown here are displaying data from the system
"Samples' folder "FISHMISS.MDD" datasheet.
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“H Descriptive Stalistics [Cont/Int/Ord) - FISHMISS

File Edit Options ‘window Help
[#ial o= elrjuffE ==]=]
DESCRIFTIVE STATISTICS =
N Mean StdDev Min
SEPALLEN 150 5.8433 0.5280 4.3000
SEPALWD 146 3.0554 0.4350 2.0000
PETALLEN 1458 3.7425 1.7703 1.0000
PETALWID 150 1.1983 0.7622 0.1000
Max TR
SEPALLEN 7.9000 5.8000
SEPALWD 4.4000 3.0000
PETALLEN 6.9000 4.3500
PETALWID 2.5000 1.2959
Humber of cases used : 150 -l
[ UM | col o0 [Une: 67 | Page: 1

From the Descriptive Statistics [Cont/Ord] window menu-bar select Options, then select
Output from the submenu to display the available options in the Descriptive Statistics -
Output Options window shown below:

Descriptive Statistics - Output Options
i~ Basic Set i Dutliers
[# 5 ample Size, I~ Minimum, Mazimum
[~ Number Missing [¥ Minimum z, Maximum z
[ Mean
" C.I for Mean % Normali
%=
) ¥ Skewness, Skewness/SE
¥ Standard Deviation ™ Kurtosis. Kurtosis/SE
I” Standard Enror of Mean I Test of Normality
™ ¥ariance
'|:Cnelli|:ienl of Variation — Robust Slatistice
Range
" Median
Independ I Quartiles. ile Range
[# Trimmed Mean
™ Serial Correlation %=
OK I Cancel I Help I

Definitions
The following definitions will be used in the discussion:

N is the effective sample size, or the number of non-missing and valid values of any arbitrary
continuous or ordinal variable, called X;

X; istheithvalueof X, i=1,...,N;

X is the sample mean of X;

< isthe sample variance of X and sis the sample standard deviation;
w; is an assigned weight to the ith observation, usually equal to 1; and

ta1-ar2,0 1S the (1-a72) 100 percentile of a Student’s t distribution with df degrees of freedom and
0<a<1. That is, the density areato the right of t.gnar IS af2.
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Basic Set Group

The Basic Set Group comprises nine selections each having a check-box. When afunctionis
"checked" (selected), its results will be included in the Descriptive Statistics output window.
The C.1. for M ean selection has a datafield containing a default value of 95% that can be
modified. The selections are described below:

Sample Size

Sample size, N, isthe number of cases in the datasheet that have acceptable values for each used
variable. Sample size may be different for different variables within a datasheet, since missing
datamay occur in different cases for different variables. Sample sizeislessthan or equal to the
number of used casesin a datasheet.

Number of casesisimportant, because the behavior of individual statistical measures and entire
procedures respond to the absolute size of the sample and/or the relative size of N for distinct
variables.

To cite two examples, range has low efficiency for large samples, and standard error of
skewness is (6/N)Y2 for large N under the assumption of normality. Other analyses, such as
multiple regression, require areasonably large sample size if numerous variables are used.

A more technical definition associated with survey sampling is not implied in our usage here.

Number Missing

Number missing (labeled as Missin the Descriptive Statistics Output window) is the number

of invalid or missing values of avariable. A "Casesby Variables' datasheet contains a value for
each variable when data are complete. Many statistical analyses (such as multiple regression)
use acase only if all the variables being considered for admission into the model have no
missing values.

To display values for missing data in the Output window, select the Options from the
[Cont/Int/Ord] output window menu-bar, select Output to display the Output Options window,
then "check" the Number missing checkbox.

Missing data can also graphically represented by selecting the Missing Data Patter n option
from the View menu in a Datasheet. This option is described in the Imputation Manual
"Missing Data Pattern".

Mean

Arithmetic or sample mean, X , isameasure of the central value or central location for the
distribution of the used variable. Often called the average, it is the sum of the data values
divided by the number of values contributing to that total where:

NN
X= Zi:lXI/N
The arithmetic mean in the system is actually computed using a provisional means method,

whereby data are iteratively centered in order to maintain maximum numerical accuracy. The
provisional mean is derived by:

% = Ko+ (6~ Xi)w /Wi i =1 N
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where:
X, isthe mean of thefirsti valuesof X,X, =0 ,X =X ; and:

W is the sum of the weights of thefirst i cases.

The sample mean is an efficient and unbiased estimator for the population mean; i.e., its
expected value is the mean of arandom variable. If casesor observations are equally weighted
(have equal mass), and are positioned along the variable axis, then the mean isidentical with the
centroid, the center of mass or gravity of the distribution. The sample mean is sensitive to
outliers. However, there are robust alternatives to the sample mean, such as the trimmed mean
or the median.

Confidence Interval for the mean

The default option provides 95% confidence limits about the mean. Assuming a random sample
from anormal population, you are 95% certain of including the true population mean in your
confidence interval. These limits are computed as:

X+ ta-ar2,n-1S/VN.

Y ou can enter other confidence levelsin the Output Options window.

Standard Deviation

Standard deviation sis the square root of the variance of each variable. Itisawidely used
measure of variation or dispersion of the observations, sinceit isin the scale of the original
observations. This contrasts with variance which isin squared units.

The usual formula for the unweighted standard deviation is:

s=[ 20 o -0pun -9

The system uses a provisional method to iteratively compute the variance (and hence standard
deviation) in a case by case manner. This method maintains maximum computational accuracy.
See the definition of Variance.

Standard Error of Mean

Standard error of the mean (SE Mean) is the standard deviation (square root of the variance) of
the sampling distribution of the mean, rather than the distribution of the observations. The
standard error of the mean is obtained by dividing the sample standard deviation by the square
root of the sample size:

SE Mean = s/4/N

SE Mean is used in constructing confidence intervals on the population mean. See Confidence
Interval for the mean.
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Variance

Variance is the second moment of a distribution taken about the population mean. Itisa
commonly used measure for variability or dispersion when considering univariate data
distributions. It isin sgquared units of the data.

The sample variance &%, an estimate of the population variance, is the sum of the squared
deviations from the mean, divided by N-1. The sample variance is defined as:

£= (x RN-D).

The system uses a provisional method to iteratively compute the variance in a case by case
manner so that maximum computational accuracy is maintained. Here:

s = 32_1+(Xi ~X-)wi (6 =%),i =L..,N

and:
s? =2 /(N -1)
where:

52 isthe sum of squared deviations for the first i cases, and s,>=0.
The sample variance is highly sensitive to outliers.

Coefficient of Variation
Coefficient of variation (labeled CoeffVar) isaratio of the standard deviation of X to its mean:
CoeffVar = g/X.

It isadimensionless quantity that isindependent of the scale of X. It can be used to compare
dispersion in variables where their units of measurement are dissimilar. In practice, it is often
used in presenting information on accuracy of a measuring instrument. In that case, CoeffVar is
multiplied by 100 and given as a percentage.

CoeffVar is sensitive to the sample estimate of the population mean, most obvioudly failing to
be useful when the mean approaches zero. It assumes that the variable being measured isaratio
variable with atrue zero point. It is most useful when the distribution has a natural mean.

Range

Range is the difference between the largest or maximum value and the smallest or minimum
value. The numerical value of range tends to increase with increasing sample size.

Range is a simple measure of dispersion, but it is sensitive to outliers. More precisely, rangeis
sengitive to the two extreme observations. In small samples (N < 10) range provides a useful
nonparametric measure of dispersion. In other circumstances, restricted percentile range
measures, such as interquartile range or 10th - 90th percentile range, are preferred. In larger
samples, range has low efficiency.

Systems Manual 45



Chapter 2: Descriptive Statistics

Independence group

The Independence Group comprises one selection named " Serial Correlation” and a check-box.
Seria Correlation is described below:

Serial Correlation

Serial correlation (Iabeled SerCorr) is the Pearson correlation between successive casesin the
sample. If serial correlation is high, there may be a lack of independence among casesin a
sample. This can be caused by a measuring device drifting out of calibration over time, or a
clustering of cases for other reasons.

Serial correlation is computed by computing the correlation of  X; and X4 fori=1,..., N-1.

For large N, an appropriate test for the null hypothesis that a population serial correlation is zero
can be made using standard normal tables and the following formula:

z=[SerCorr +1/(N —1)]/+/(N - 2)(N -1)2.

If Serial Correlation is"checked" in the Output Options window, the associated p- value(s) for
the data set will be displayed when Continuous/Ordinal is selected from the datasheet menu-
bar.

Outliers Group

The Outliers Group comprises two selections, each with a check-box. The presence of unusual
minimum and maximum values for a given variable can indicate the presence of "Outliers' in
the data set. Two functions that can indicate this are described below:

Minimum/maximum

Minimum (Min) is the smallest value, and maximum (Max) is the largest value in a set of
observations. Minimum and maximum values are commonly examined, and unusual values are
indicative of the presence of outliers.

The system can a so produce Min and Max across variables within a data case in addition to
Min and Max values within avariable.

Minimum/maximum Z-Scores

Minimum and maximum values in a sample are found for agiven variable. These are
normalized by subtracting the sample mean, then dividing the difference by the sample standard
deviation (labeled asMin_Z and Max_Z, respectively). Thus, they may be compared with, or
interpreted as though they are, normal deviate scores, or z-scores, following the usual notation
used for standard normal (or Gaussian) random variables.

If avariableis normally distributed, you expect to observe a z-score (in absolute value) to be
greater than 2 infrequently (approximately 4.6% of the time) and to be greater than 3 very rarely
(about 0.3% of the time).
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Normality group

Skewness

Skewness is the third moment about the mean in a population. Skewness measures lack of
symmetry of the distribution for each used variable. The expected value of skewnessis zero for
asymmetric distribution. In particular, the normal distribution has zero skewness. Skewnessis
defined as:

Skewness = Z:\:‘l(xi -%)° I(NS°)

Distributions with long upper tails are termed positively skewed, while distributions with long
lower tails are termed negatively skewed. The standard error of skewness (SE) is (6/N)Y2 for
large N under the assumption of normality. The ratio of skewnessto its standard error
(SKEW/SE) can be interpreted roughly as a standardized score from a normal distribution. This
means that absol ute values exceeding 2 are unusual (only true for normal variables.)

A wide variety of statistical techniques assume normality of data, but are robust to non-
normality, provided (approximate) symmetry is assured. In dataanalysis, you can reduce
positive skewness by applying a variety of transformations, such as square root or logarithmic
transformation. However, resulting distributions may still not be fully symmetric. All of the
foregoing demand unimodal data.

The numerical value of skewnessis highly affected by outliers.

Kurtosis

Kurtosis measures the long-tailedness or peakedness of the distribution of arandom variable
relative to the Normal or Gaussian distribution with the same mean and variance. Itisa
dimensionless quantity that is independent of the scale of measurement.

Kurtosisis a simple function of the fourth moment of the distribution of the used variable:
s N o4 M|
Kurtosis= |:Zi=1(x' X)*/(Ns )] 3

The standard error of kurtosis (SE) can be approximated by (24/N)“2 for large N and data taken
from anormal distribution. Formulas for standard errors of skewness and kurtosis are from
Cramer (1946), p. 357.

The measure is standardized such that the Normal or Gaussian distribution has kurtosis = 0.
Long-tailed distributions have positive kurtosis. Conversely, distributions more sharply peaked
than a normal distribution have negative kurtosis.

Theratio of Kurtosisto its standard error (labeled KURT/SE) may be considered as a standard
normal deviate and used to assess normality. A ratio less than -2 may indicate shorter tails than
anormal distribution; aratio greater than 2 may indicate longer tails than a normal distribution.
Valid interpretation of the ratio as a normal deviate requires large sample size and no outliers.
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Test of Normality

The Shapiro and Wilk statistic (labeled W_Stat) is used to test the hypothesis that a variable has
data values drawn from a normally distributed population with mean and variance equal to those
in the sample (see Shapiro and Wilk 1965, and Royston 1982).

Thistest for normality discriminates well between normality and a broad class of alternative
distributional hypotheses. The test is effective with quite moderate sample sizes (N = 30). The
W gtatistic is available for sample sizes 3 to 2000. The associated p-value is aso displayed.

Robust Statistics group

Median

Median is a measure of central tendency. The median is avalue that divides the distribution of
the data into two equal fractions. Half the data values exceed (or equal) the median, and half
are smaller than (or equal to ) the median. For this reason, the median is aso referred to the
50th percentile, or second quartile.

The median is used with skewed or otherwise non-normal data, and when there are outliers. For
normally distributed data, the median has lower relative efficiency than the mean. In this case,
the population standard deviation of the median is o(7#(2N))"?, where ois the population
standard deviation.

Median computation requires that the data be ordered. Once sorted, the median value is defined
as the (N+1)/2th ordered value. If N is even, the median is the average of the N/2th and
(N+2)/2th ordered values.

The median is much less sensitive than the arithmetic mean to outlying or extreme values in the
data. It also playsacentral role in nonparametric tests such as the sign test.

Quartiles and Interquartile Range

Quartiles are three points on the scale of a variable that divide the distribution into quarters or
fourths. These are equivalently the 25th percentile or lower quartile (Q1), the median or 50th
percentile (Q2), and the 75th percentile, or upper quartile (Q3).

Quartiles are calculated following median computation. Data are ordered, and location of a
quartile is determined by (N+1)p, where p isthe proportion of data falling below a particular
guartile (e.g., p=0.25 for Q1 and p = 0.75 for Q3). Linear interpolation is used when (N+1)pis
not an integer.

Interquartile range, Q3 — Q1, and semi-interquartile range, (Q3 — Q1)/2, are robust measures of

dispersion when central tendency is measured by the median. Semi-interquartile rangeis also
known as quartile deviation.
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Trimmed Mean

Trimmed mean or truncated mean (labeled Trim_Mean) isasimple robust form of the mean.
Data are ordered and a given percentage of values are removed from each end of the
distribution, thereby reducing the sensitivity of the mean to extreme or outlying observations.

For 100p percent (0 < p < 0.25) trimming, the trimmed mean is calculated as:
Trim_Mean=| > x +(L-£)(X, +Xy_y) | /(N -2pN)
| = =k Xi k N-k-1 p

where:

k =1 + (largest integer less than or equal to pN), and:

e=pN-k+1
This percentage level of trimming may be used to index the trimmed mean. The system default
level of trimming is 5% and the maximum level is 25%.

If adistribution has outlying extreme values, a suitably trimmed mean will differ markedly from
the arithmetic mean and signal the presence of these outliers. The trimming process removes
equal amounts of the data from the extremities of the distribution in a symmetric fashion until
the required fraction is removed.

Limits for the trimmed mean are the usual arithmetic mean for zero trimming, and the median
for maximal (50%) trimming. For extreme departure from normality, trimming outperforms the
Winsorized mean estimate. See also Hoaglin, Mosteller, and Tukey (1983).

Confidence intervals on the population mean may be derived using the trimmed mean as an
estimate for the mean and the Winsorized standard deviation as an estimate for population
standard deviation. This combination of estimates is recommended when the underlying
distribution is heavy-tailed or is amixture of normals (see Y uen and Dixon, 1973).

For a discussion on trimmed and Winsorized means, see Dixon and Massey (1983), pp. 380 -
381.

Winsorized Standard Deviation

Winsorized standard deviation (Winsor_SD) is arobust estimate of the population standard
deviation and is displayed when the trimmed mean isrequested. Winsor_SD is the square root
of the Winsorized variance. Given 100p percent trimming, the Winsorized standard deviation
is:

Winsor_SD = /s, /(N -2m~-1)
where:

Sy = YL X, ) K- ) X+ %y =X, I+ )Xy oy *+ X =X, 17,

—_ N-k
Ry =| rme 6 KL (5 Xort) 8 (e Xk} |/ N

k =1+ (largest integer less than or equal to pN)
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mis the smallest integer greater than or equal to pN, and:
E=pN-k+1

The Winsorized standard deviation may be used with the trimmed mean in constructing
confidence intervals of the population mean and comparison of means for non-normal data.
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SIMPLE LINEAR REGRESSION
SIMPLE LINEAR REGRESSION OUTPUT OPTIONS
MULTIPLE REGRESSION

MULTIPLE REGRESSION OUTPUT OPTIONS

Regression - General

Regression analysisis used to study relationships between two variables that can be X and Y or
between a set of X variables and one Y variable. The X variable(s) is called the independent or
predictor variable(s) and the Y variable the dependent or outcome variable. When there is one X
variable, the analysisis simple linear regression, and when there are multiple X variables, it is
called multiple linear regression.

A mathematical model that predicts a dependent variable from an independent variable(s)
represents the relationship.

Two main reasons for fitting a regression model are:

Predictive: the equation relating Y and X(s) can be used to predict agiven value of Y for
one or more given values of X.

Descriptive: The type of relationship and its strength may be the main purpose of
regression analysis. Y ou may be interested in which X variablesrelate to Y
and in what manner. Y ou may also be interested in the interrel ationships
among various X variables.

When thereis only one X variable, the system will estimate and graph aline that describes the
relationship between X and Y. Thisis simple to visualize, and so the simple linear regression
lineisgiven first asaspecia case in the output. When we have several Xs, a hyperplane must
be fitted, and it is difficult to visualize the model fit. Thus, we need other methods of examining
regression output. Multiple linear regression has been made into a separate option in the system.

The method used to determine aregression line between X(s) and Y is called the least squares
method. The least squares method finds the line (plane) that minimizes the sum of squared
vertical deviations from each point to the point on the line (plane) corresponding to that case’s X
value(s). Because it uses squared differences, points that are distant from the line (plane) have a
large influence on the placement of the line (plane) particularly if they are extreme pointsin X.
For this reason, great emphasis has been placed on helping users find so-called outlying points.
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NOTE:

Even though the program is written for linear regression, it can be used in some cases
where the relation between X (s) and Y isnot linear. Thisis because the linearity
required is between the coefficients, not the original X(s) and the original Y. You can
make transformations, such aslog, square root or square, on either the original X(s) or
Y variable so that a straight line fits the transformed variable(s).

The simple linear regression option is very useful in finding suitable transformations. The
multiple regression option can also be used to do simple linear regression, and it contains many
features that are not found in the simple linear regression option.

Definitions
The following definitions will be used throughout this chapter:

Xi

X

< > X

< =

xR

[ T © 2 © 2 o\

= <

o 0 o

ran

Istheith predictor variable, i=1,..., p where p is the number of predictor variables (for
simple linear regression, p is equal to 1, and the subscript is omitted).

Represents a single predictor variable in simple linear regression. For multiple linear
regression, X represents an N x (p+1) design matrix. Each column of the matrix contains
observed values of each of the predictor values, and the first column may be a column of
1sif amodel with intercept is requested.

Isthe jth observation of asingle predictor variable X, j=1,...,N.
I's the sample mean of X.

Represents a dependent variable or an N x 1 vector of observed values of the dependent
variable.

Isthe jth observation of Y.
I's the sample mean of Y.

Istheith population parameter associated with the ith predictor variable, i=0,...,p (5 is
the regression intercept).

Represents (without subscripts) the p x 1 vector of regression coefficients.

Isthe least squares estimate of 3.

Represents the least squares estimate of Sin vector form.

Isan error term or an N x 1 vector of error terms, wherethe e j S are independently and
identically distributed with zero mean, and variance equal to g;>.

Isthe predictor value of Y.

Isthe jth predictor value of y;.

Isan estimate of € and is caled aresidual or vector of residuals.
Isthe jth residual value(ej =Y, —9j ), and s2 isan estimate of o2.

Isan estimate of o2.
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Simple Linear Regression

Simple linear regression fits a straight line between Y, the dependent or outcome variable, and
X, the independent or predictor variable. The simple linear model is of the form:
Y =bo+hy X

where by is the estimated intercept, and b, is the estimated dope of the line. The sample
regression line isfitted to make inferences to the theoretical model given by:

Y = ﬁo + 181X +&
Data used to fit this model are assumed to come from one of two different sampling plans:

1. Random samples of cases are taken at fixed X values, and Y is then measured.
Hence, Y isthe only random variable.

2. Random samples of cases are taken, and X and Y are measured on each case. Here
both X and Y are random variables.

The resulting measurents should be examined in relation to the number of random variables.

It isimportant to examine the fit of the line to the points to make certain that astraight lineisa
reasonable model to assume and that there are no obvious outliers. In addition to fitting a
straight line, you can perform tests of hypotheses and construct confidence limits. In performing
these tests and constructing confidence limits, the residual error terms are assumed to have a
normal distribution:

(g, ~N(0,02)).

Using Simple Linear Regression
Choose Simple Linear Regression from a datasheet Analyze menu as shown below:

atasheet : MI_TRIAL
File Edit VWarables Lse | gnalze Plob Format View ‘Window Help
%3 vars [OBS  |SYMPDUR Single Imputation » |easA_2 |MeasA_3 |MeasB_0 (MeasB_1 Meﬂ
HMultiple Imputati 3
1 37 il T 57 10
Descriptive Statistics 3 — —
212 14 Regression | Simple Linesr Regression 5
3 3 1.87 Tables.. Multiple Regressian.. a0
tand Monparametric Tests...
4 4 413 ANDY 297 291 a8 107
5 5 1.87 S 297 285 119 110
Run BMDP Classic
4 4 438 'rf'f—,_'mﬁ—,ﬁg—l_ 162 150 86 62
7 7 nea [ en 1 aa7 | I 145 s
K1 5
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The window shown below is displayed:

¥ Wariable * W ariable
[Dependent] [Predictaor]

IMeasA_1 = Intercept + Slope IMBasB_T & e

MeasB:E LI
—Dirag Variable
Type:
# Missing: ok Help

To perform Simple Linear Regression:

1. Sdlect Simple Linear Regression from a datasheet Analyze menu to display the
Specify Simple Regression window.

2. Dragthedesired variable into the Y Variable (Dependent) datafield.
3. Dragthedesired X variable into the X Variable (Predictor) datafield.
4. Click OK.
A Scatterplot with the regression line is displayed in the Simple Regression Output window.

i Simple Regression : MI_TRIAL - MeasA_1 by MeasB_1

File Tiansfom Modfy Select Use Rewn View DOptions Window Help

Bl 5 tatistics - MI_TRIAL - MeasA_1 by MeasB_1

B Pesrson_t pvalus  R_sg sqrt_ReshS
48 0. 4198 0.o0oza0 01762 E& . B114

Linear Regression Equation
30 4 MeasA_1 = 113.4942 + 1.3971xMeasB 1

320 Estimates SE t_walue p_walue . .

Intercept 113 4942 44 6893 2 5396 0.0145 +
300 1 Slope 1.3971 04454 31387 0.00z0 -

MeasA_1
[C

T T T T T T T T
50 55 60 €5 70 75 80 85 %W % W0 W5 10 15 120 125
MeasB_1

50 Cases [0 Selected |2 Missing [0 Hidden [0 Unused X = 00 [¥ = .00

Modifying the Output

Y ou can modify the Simple Linear Regression output using the menus in the Output window to:
¢ Select points for possible deletion using the Select menu.
¢ Distinguish points by group using the View menu.
¢ Make transformations using the Transfor m menu.
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Y ou might delete points if you consider them to be outliers. Transformations can be considered
when there is a poor fit between the points in the Scatterplot and the fitted line.

Simple Linear Regression Output Options

From a Simple Linear Regression Output window (shown above), select Options = Output to
display the Simple Regression — Output Options window:

Simple Regression - Dutput Options [<]
R 2 e

Vi ¥ R-square

¥ Pearson 1 ¥ Residual Mean Square

¥ p_value[Ho:z1=0) ¥ saut[ResMS)

~ Parameter values

[¥ Standardized Equation v p_values

[¥ Estimates [ t_values

I¥ Standard Errors I¥ Confidence Intervals

ok | Cancel | Helo |

Clicking a checkbox in the Regression Statistics group, or the Parameter values group, and
pressing the OK' button will include the result for the selection(s) in the Output window as
shown below.

Regression Statistics

The Regression Statistics and Parameter value results output window is shown below:

Statistics - MI_TRIAL - MeasA_1 by MeasB_1

N Pearson_r  p_value R_sq ResMS sqrt_ResMS
48 0.4198 0.0030 0.1762 3114.91 55.8114

Linear Regression Equation
MeasA_1 = 113.4942 + 1.3971*MeasB_1

Standardized Equation
z_score[MeasA_1] = 0.4198 * z_score[MeasB_1)

Estimates SE t_value p_value Lower_Cl Upper_CI
Intercept  113.4942 44,6893  2.5396 0.0145 23.5392 203.4492
Slope 1.3971 0.4454 3.1367 0.0030 0.5006 2.2937

Regression Statistics Formulae
The formulae used for Regression Statistics are described below:

N
N isthe sample size or effective number of cases used in fitting aregression line.
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Pearson r

Pearson r isthe usual product-moment correlation coefficient of Y and X. It isalso the
correlation between Y and its predicted value v

>R =9)

r =
I o027

Thetest statistic below has a Student’ s t distribution with N —2 degrees of freedom:
r/N-2

AJ1-7r2

When you request it, the associated p-value is given for the test of the null hypothesis that the
population correlation is zero. This p-valueis equivalent to the p-value obtained from an F-test
inthe ANOVA table. In making statistical tests concerning the population correlation
coefficient, you are assuming that a sample of cases was taken from a bivariate normal
population. The correlation coefficient has the advantage of being independent of the units of
measurement:

p-value
p—value(H :r =0) Seediscussion under Pearsonr.

R-square

R-sguare (labeled as R_sq) isthe square of the Pearsonr. It isalso called the coefficient of
determination and may be calculated as: the ratio of the regression sum of squares to the total
sum of squares. It measures the proportion of explained variation based on a regression model.
Residual Mean Square

Residual Mean Square (s%) is the sum of squared vertical deviations of the points about the
regression line divided by N —2. It is an estimate of the variance of error termsin aregression
model:

2= Zj“:l(yj =Y)2I(N -2).

Sgrt_ResMS

The standard error of the estimate (labeled sqrt_ResMYS) is the square root of the residual mean
sguare. It isan estimate of the standard deviation of the error terms.

Sart ResMS=s,= 3" (y,-%,)°/ (N-2)

56 Systems Manual



Chapter 3: Regression

Parameter values

For each regression coefficient, you can request its estimate, standard error, p-value, t-value,
and confidence interval. Results of each selection for Parameter values in the Output Options
window will be displayed (together with Regression Statistics) in an output window as shown
above.

Parameter values Formulae
Output results for Parameter values are shown above, and the formulae are described below:

Intercept

The sample intercept by is the distance from the origin to the place where the regression line cuts
the Y axis. It isderived as:

bo =Y —hiX.
The standard error of b, (Iabeled as SE) is the square root of the estimated variance of by:
N 1/2
SE(bo) = LW/ M)+ (1 311, -0 |
Thet-valueis defined as:
t — value = bo/ SE(ky).
and is distributed as a Student’st with (N —2) degrees of freedom. The t- and p- values are used

for the test of the null hypothesis that the population slope £, is zero. In testing that 5, is zero,
you are also assuming that the error terms are normally distributed.

The 95% confidence limit for by, is defined as:
bo % t(975,n-2) SE(bo)-

Slope

Slope b, isthe estimated changein Y for one unit of change in X. The size of b; will depend on
the units of X defined. It is defined as:

N N
- z SV (x. —% z _)2
b1= j:l(yj y)(xj X)/ jzl(xj X)“.
Standard error of b; (Iabeled as SE) is the square root of the estimated variance of b;:

1/2
E0)=| 2 (xR

Thet-valueis defined as:
t—value = b/ SE(hy)
and is distributed as a Student’st with (N —2) degrees of freedom. The t- and p- values are used

for the test of the null hypothesis that the population slope £, is zero. In testing that £, is zero,
you are also assuming that the error terms are normally distributed.

The 95% confidence limit for b, is defined as:
b1 t(g75,n-2) SE(bD)
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Standardized Regression Equation

Standardized regression coefficients are regression coefficients obtained from data that are
standardized such that all means equal zero and all variances equal one. This standardization
can be accomplished by subtracting the sample mean from each observation and dividing the
difference by the standard deviation. For simple linear regression, the standardized slope
coefficient isequal to r and the intercept is zero. The standardized regression equation is the
equation with the standardized coefficients.

Additional Output - View menu

Selecting the View menu in an Output window displays four additional output options:
Descriptive Statistics

ANOVA

Plots
Diagnostics

* & o o

il Simple Regression : MI_TRIAL - MeasA_1 by MeasB_1 M= B
File Transfom Modfy Select Use Remn | iew Options Window Help
Fit Plot to window

———————————  Desciiplive stalistics
PN 5 tatistics - MI_TRIAL - Mead SR _

Legend
w0 | N Fearson_r v Status Bar

48 04198 s

360 A
Linear Regression Et  ANDVAtable

0 1| Meash_ 1 = 113,4942 - =S

320 4 | g Fokioa o Diagnustics

gy || Gl Seleoted Group
Hid= Eeoted Eraus

;
. . -
.
.
. Lo .
a0 - Taggle Hidder Poirts . R %
- Gliay Al Poirts . .
Hide All Points Lo N
240 4 * “
Toolgex
R
220 . - - 4 “
200 o
R
-

180

Measa_1

180 -

o o

120 o

T T T T T T T T T T
50 55 &0 ] ko 5 0 [ 0 = o105 M0 M5 1 1
MeasE_1

[s0 cases |0 Zelected [z Missin g 0 Hidden 0 Usused X = .00 ¥ = .00

Descriptive Statistics

Output includes the sample size, the mean, standard deviation, minimum, maximum, median,
first and third quartiles of the X and Y variable. Refer to Descriptive Statistics in Chapter 2.
The Descriptive Statistics output window is shown below:
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7B Descriptive Statistics (Cont/Int/0rd) : MI_TRIAL
Fie Edit Options Window Help

[aial o =
[ ]
DESCRIPTIVE STATISTICS
[ | N [ Mean [ StdDev | Min |
WMeash 1 I B B E0.5334 | 125.0000]
MeasE_1 I EE]| O0.E075 | 182770 53,0000
[ Max [ Median
[MeasA_1 [ somm] 25 0om
[t1easB 1 [ 125.0000 | 104 0000 |
Number of cases used : 48
|
[ MM [ cak o [Lne: 51 | Page: 1

ANOVA Table

An analysis of variance (ANOV A) table decomposes the total sum of squaresinto two sums of
squares. Thefirst sum of squaresisthe regression sum of squares (the explained part), and the
second isthe residual sum of squares (the unexplained portion). Each of these two sources of
variation has associated degrees of freedom. Formulas for the ANOVA table are summarized
below:

Source Sum of Squares df Mean Square F-ratio
Regression N 1 RegM S = RegSS
RegSS= > (¥,-9)° F = ReMS
= ResMS

=0y (=M ~X)

Residudl N-2
N - ResSS
Resss=) _ (y,-¥)’ ResMIS = ==

The null hypothesis tested in this ANOV A table is the hypothesis of zero population slope
(Ho:B=0vs. Hy: 5#0.) To construct an F test, aratio of the Regression Mean Square (RegMS)
to the Residual Mean Square (ResMS) is derived. The test statistic F-value has an F distribution
with 1 and (N-2) degrees of freedom.

An additional column (labelled p_value) shown in the system output provides the associated p-
value. The p-value is the density area to the right of the test statistic value, based on an F
distribution with 1 and (N-2) degrees of freedom. If the p-valueisless than a predetermined
level of significance (e.g., 0.05), then the null hypothesisis rejected. The p-value assumes that
the null hypothesisistrue.

An ANOVA results output window is shown below:

\ Analysiz of Variance

Sum of Squares DF Mean Square F walue p wvalue
Regression  30647.2700 1 30647.2700 9.8389 0.0030
Residual 143286.0000 46 3114.9130
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Diagnostics
The diagnostics datasheet containsthe X and Y values, predicted values, \?(: by + b X),
residuals e(= Y -Y), and prediction intervals.

A 100(1-a) percent prediction interval for the jth observation is computed as:
2

5t twanns| 1A N) {0 02 Y (%03

where t, .,y ISthe100(1-a/2)th percentile of a Student’st distribution with (N-2) degrees

of freedom. Thisinterval isaprediction interval of asingle value of Y at X, and should not be
confused with the confidence interval of the expected value of Y given X.

An Output window showing the Diagnostics results is shown below:

 Regression diagnostics - MI_TRIAL - MeasA 1

File  Edit Analyze Plot Window Help

Gyars MeasA_1| Predicted| Residual| PI_Lower| PI_Upper HMeasB_1 ﬂ

Yuar Xlar

1 150 237.84 ~87.84 12400 351.68 89
2 248 225.27 14.73 118.53 340.80 80|
3 276 262.99 13.01 149 24 376.714 167 |
1 201 267.18 26.82 153.22 381,11 118]
5 228 208.12 27.88 81.9% 318.20 62|
3 321 275.56 45 .44 161.00 390.13 16|
7 213 187.54 25.46 66.87 30821 53]
3 216 258,41 T 136.91 363.92 98|
n 290l  awn 3¢ o ocl  azuon FY T 2ol =l

NOTE: You can reguest a confidence band for the regression line from the View menu Lines
option.

Plots for Simple Linear Regression

The Plots option includes a Normal Probability Plot of Residuals and a plot of Residuals vs
X. You can also use the plot of the residuals against X as a check for outliers and for the fit of
the regression line.

Y ou can use the normal probability plot to show graphically whether the residual s appear to be
normally distributed. Residuals are plotted on the horizontal axis, and the corresponding
expected normal values (based on ranks) plotted on the vertical axis. If the residuals are almost
normally distributed, the sample points will lie approximately on a straight line.
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Multiple Regression

Multiple linear regression fits alinear model using one or more predictor variables, X, to predict
one dependent variable, Y. A regression model with p X’sis given by:

Y:,B0+I31X1+/32X2+.-.+l3pxp +&
where:

the 4’ s are the unknown parameters, and ¢ is a random component with zero mean and variance
0. Each observation is assumed to be independent of the rest.

The B's(i=1,..., p) represent the slope parameters of aregression on a hyperplane with respect
tothep Xs.

The S’'s are called regression coefficients. For example, 5, isthe rate of change of the mean of
Y as afunction of X; when levels of the remaining Xs are held fixed. The parameter 3,
represents the intercept.

NOTE: Thereare (p + 1) parameters being estimated unless the intercept is fixed at zero.

Data used to fit this model are assumed to come from one of two different sampling plans:

1. Random samples of cases are taken at fixed X values, and Y is measured. HereYis
the only random variable.

2. Random samples of cases are taken, and the Xsand Y are measured on each case.

For the first sample plan, the only correlation that is meaningful is the multiple correlation
between the dependent variable Y and its predicted value Y based on amultiple linear
regression.

Another equivalent measure is the multiple correlation squared (Iabeled as R_sq), also known as
the coefficient of determination. This can be used as an indication of the reduction in the
variance of Y due to aregression of Y on the Xs.

Using Multiple Regression

Multiple regression estimates of Bs are obtained using the method of least squares. The
M ultiple Regression option in the datasheet Analyze menu allows you to enter variablesin an
iterative fashion.

atasheet : MI_TRIAL
Edit Variables Use | Analze Plot Fomat  Wiew
11was [0BS [SYMPDUR | Single Imputation
Multiple: Imputation

indow  Help
easA_ 2 |MeasA_3 [MeasB_0 |MeasB_1 MEﬂ

137
1.24

IA| &7 110

Desriplive Statistics

Wi
3
3
r
»

89
a0

T
187 Tables Multiple: n
tand Norparametric Tests.
413 P 297 291 98 107
a7 o oo | a7 285 119 110
Run EMDF Classio
438 162 150 86 62

i @ @f =] | w| =
i o o = e o

062 ‘ 88 ‘ 147 ‘ ‘ 118
|
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If your datasheet contains alarge number of variables, the Use menu in the datasheet allows you
to select a subset of variables/cases for possible usein the analysis. Pruning the variablelist in
this way will save you from scrolling through numerous variables that you do not wish to use in
your regression analysis.

atasheet : MI_TRIAL

Edit Vafisbles | Use
Use D

fralyze Plot Fomat View Window Help

11vars 5 Hosih B HeasA_1 Mgash 7 &
S0cases

! Add Highlighted Vrisbles to Use List i 1 111.66060000

2 Bemave Highlighted Yariables from Use List 78 165

— Use &ll Wariables

3 Use &ll Cases p 278

4 Define Case Selection » 53 276

5 5 1.87 43 a6

6 6 4.38 77 198

7 7 8.62 69 147

8 8 1.55 a7 a1
| v

The Use menu alows you to limit the number of variables/cases that are scanned for missing
values. Only cases with complete data in the scanned variables will be used in the regression
analysis. Thus, it isimportant to limit your analysisto the minimal set of variables of interest.

Selecting M ultiple Regr ession from the datasheet Analyze menu displays the window shown
below:

Help |

After you select the Y variable and press the OK button, the Multiple Regression Output
window is displayed:
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_3’ Multiple Regression : MI_TRIAL - MeasA_1

File Edit Model View Options HRemwn Window Help

Ch

apter 3:

N Multiple_ R R_sq Adj_R_sq sqri_ResMS

39 0.9125 0.8327 0.8282 22.7467

Multiple Linear Regression Equation

MeasA 1= 49.7094 + 0.8155*Meash 2

=
Variable Coeff SE_coeff F_to_ R p_value t_value
Heashn_2 6.82 8.86 188,18 6.147E-16 13.57
=
Variable Partial_r F_to_E p_value t_value

0BS -8.8758 a.21 8.6511 B.u6

SYMPDUR -8.0858 1.23E-83 0.9722 a.84

AGE 8.3145 3.95% 0.8544 1.99

HeasA_@ 0.5992 20.17 7.938E-85 4.49

HeasA_3 -8.08355 a.e5 0.8324 a.21

HMeasB_#8 -08.8311 @8.83 0.8531 a.19

HMeasB_1 -0.1859 1.29 0.2637 1.14

MeasB_2 -0.1889 1.33 8.2561 1.15%

MeasB_3 -8.1688 1.85 8.3133 1.82

Regression

There will be no X variables in the model if al candidate X variables have been assigned roles
of None in the Specify Variable Attributes window. If variables are assigned the role of X, they
will automatically be included in the model. Here the variable M easA_2 has been given the
role X in the Specify Variable Attributes window shown below:

“Wariahle Mame:

Specify Variable Attributes <]

Basic Attibutes | Cutpoints | Copy Attrbutes |

Type: [Contiuous =] Role: [ variable

Meas_2
Cose Frequency =
Case Label
Variables
Format ¥ varisble 2
Aligrment. [Decimal =] Fieldwidth B :|

New Variable

I™ Scientific Motation

I= | Stiow Crcup {armes

Decimal Places: [0 =]

™ Double Precision

=

Equation

o]

Cancal

| hen |

If you have declared a variable to be nominal, then you need design variables (or dummy
variables) in order to use this variable as a predictor variable in Multiple Regression. The
Define Variables =»Design Variables option in the datasheet Variables menu allows for this
possibility and will create design variables for you. See“Creating Design (Dummy) Variables’

in the next section.
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Y ou can not, however, use anominal variable as a dependent variable. If youwishto usea
nominal variable as a dependent variable, consider the Classic BMDP logistic regression
programs, LR and PR.

If you pre-assign some of the variables as X variables, they will be automatically entered into
the regression equation. 'Y ou may also select or deselect variables under the Change Pool
option in the M odel menu of the Output window. If they turn out to be poor predictors, you can
remove them by dragging them out of the Variablesin Pool list in the Change Pool window
shown below:

Change Pool <]
Variables in Pool: Yariables not in pool
0BS Dummy1
SYMPDUR
AGE

MeashA 0
Meash 2 =

Type:
Role

UK I Eancell Help |

Creating Design (Dummy) Variables

If you have nominal data and wish to use anominal variable asan X variable, and you have
selected the M ultiple Regression option, the system displays a message window shown below.

The system will allow you to generate design variables from anominal variable or treat the
nominal variable asif it were continuous, or remove the variable from the pool. For an ordinal
variable, you must change its type to nominal if you want to use dummy variables. Dummy
coding puts | ess stringent assumptions regarding the rel ationships between that categorical
variable and the dependent variable.

Y ou can create design variablesin two ways:
Starting from the Variables menu.

1. Click onthe Variables menu Define Variables option. Then choose the Design
Variables... option. The system displays the Define Design Variables window
containing default design variables. The dialog box displays one less design variable
than the number of categories for your nominal variable.

2. Click on OK when you are satisfied with your coding choice. A set of non-redundant
design variablesis created. It ispossible to change the grouping using the Regroup
option and use the Names...option to change the names of the design variable.

Variables: Category _ Design Variables

Meash 1 DDummyl | DDummyl | DDua
150.0000 0.00000000

174.0000 1
192.0000 0
213.0000 0
216.0000 0
P

o|lo|=| ol

Reference group: _
150.0000 B Regroup. Delete Vars

174.00000
192.0000

Aaoom o 0K Cancel | Heip |
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Starting from the Analyze menu M ultiple Regression option.

1. When you choose the Analyze menu M ultiple Regression option, and your datasheet
includes one or more nominal variables, you will see the SOLAS™ information
message window shown below. Click on the Create Design Variables...option, and
the system displays the Define Design V ariables window (shown above) containing
default design variables. The dialog box displays one less design variable than the
number of categories for your nominal variable.

2. Click on OK when you are satisfied with your coding choice. A set of non-redundant
design variablesis created. Y ou can change grouping using the Regr oup option and
use the Names...option to change the names of the design variable.

Solas Information ]

& MeasB_1 is a nominal variable and is in the pool

of variables for regression,

{Lieate design variables.. Remove from pool |

Analpze as continuous I Help I

Design Variables can be coded in several different ways:

If anominal variable has K levels, then you will get K-1 dummy variables. Thus, the use of
numerous nominal variables in Multiple Regression will lead to many variables in the model.

Suppose patients are classified as normal, disease A, or disease B, and you decide to use normal
asthe reference group. The assigned data for these three groups are as follows:

Groups D1 D2
reference-normal 0 0
disease A 1
disease B 0 1

There are K-1 or 2 dummy variables created. The first dummy variable takes on avalue of 1 if
the case has disease A, and zero otherwise. The second dummy variable takes on avalue of 1 if
the case has disease B, and zero otherwise.

The estimate of the coefficient for D1 is sometimes called the differential intercept coefficient
sinceit tells how much the intercept term for patients with disease A differs from the intercept
term for patients classified as normal (the reference group). Likewise, the coefficient for D2
tells how much the intercept term for patients with disease B differs from that for patients
classified as normal.

NOTE: Thisisthe same asthe partial method given in the Classsic BMDP logistic regression
program, LR. If dummy coding, you must assign one of the levelsto be the reference
group. You should choose the reference group such that the interpretation of the
coefficients is most meaningful. Also, it should have a sufficient number of cases,
because al the other groups will be compared to it (see Kirk, 1982, pp. 186-187 or
Afifi and Clark, 1990, pp. 225- 133).
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Multiple Regression Output Options

Y ou can modify your options for the Regression output from the View menu System
Prefer ences option in the SOLAS™ Main window. A variety of output options are available
for Multiple Regression and are described in the following sections.

Model Menu

When the Multiple Regression Output is displayed, a variety of options are available from the
M odel menu where you can change the Model Parameters, enter or remove variables from the
Regression Pool etc.

Modifying the Output

There are several methods for entering X variables. One widely used choiceis forward stepwise
which you do by clicking on the M odel menu in the Output window and then choosing
Automatic Stepping.

The automatic stepping defaults include: tolerance set at 0.001, intercept chosen to be non-zero,
the F-to-enter value set at a default value of 4.0, and method is chosen to be forward (i.e.,
forward stepwise). If you wish to see more variables entered in the model, set the F-to-enter
vaueto asmaller value. The numerical value of F-to-remove should be chosen to be less than
the F-to-enter value.

Automatic Stepping
Madel P. { Stepping P {
Tolerance: ID ooo F-to-enter 4.0000 ﬁ

Intercept I Mon-zemm ™

F-to-remove  [3.9360 =i

Method  [Foward 7]

[~ Stepby-step Intervention

Ok I Cancell Help |

Alternatively, you can enter variables yourself in an interactive fashion. Y ou do this directly
from the Multiple Regression Output window.

i
Variable Partial_r F_to_E p_value t_value
0BS -0.0687 8.17 8.6861 0.1
SYHPDUR -0.0144 7.24E-83 8.9327 08.089
AGE 8.3719 5.62 8.08234% 2.37
Heasna_8 8.6851 20.22 7.258E-85 4.58
Heasa_3 -8.8282 8.83 0.8684 8.17
HeasB_8 8.2866 3.13 8.8855 1.77
HeasB_2 -8.8588 8.12 8.7333 6.34
HeasB_3 -8.8392 8.85 8.8177 8.23

In the Multiple Regression Output window, the Variables not in Model window shown above
contains candidate variables that you can enter into the model. If you are certain about the
variables that you want to use in the regression, drag these variables from this window and place
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them into the Variables in model window shown below. Also, if you have prior justification for
using particular variables, but are uncertain about other variables, place the variables about
which you are certain in the Variables in model window.

Variables in model B
Variable Coeff SE_coeff F_to_R p_value t_value
MeasA_2 B8.86 .87 148.87 2.581E-14 12.17
Meask_1 -8.28 8.25% 1.29 8.2637 -1.14

After you enter specific variables in the model, or if you do not have any such variables, it is
time to inspect the Variables not in model window. There you find information on the variables
that have high partial correlationr (labeled as Partial_r) in absolute value or large F-to-enter
values (labeled as F_to_E). One common practice is to enter next the variable with the highest
F-to-enter value.

If none of the variables has a sizable F-to-enter value you may not wish to enter any of them. A
commonly used cut-off point for F-to-enter valuesis an F-value equivalent of a p-value of 0.10
to 0.25 when the purpose of fitting aregression model is predictive. Vauesto usein practice
are aminimum F-to-enter value of 2.07 (see Bendel and Afifi, 1977,pp. 46 - 53) or, for a
smaller p-value, the default F-value of 4.0.

Y ou can continue entering more variables, one at atime, choosing those with the highest F-to-
enter values, or you can mix this method of entry with the method of entering those variables
you prefer for conceptual reasons. The process stops when none of the remaining X variables
has a large enough F-to-enter value, or you run out of variables. Regression models built in this
manner are called explanatory models. The p-value associated with an F-value should be
interpreted cautioudly since multiple tests have been made.

Asyou enter variables into the multiple regression model, the regression coefficients will
change as will the multiple correlation, its square, and the adjusted multiple correlation. The
system updates the multiple regression equation as you move variables in and out of the model.

NOTE: The estimated regression coefficients are printed in front of the variable to which they
apply in the equation.
Model Menu
The M odel menu provides ways to:
—  Change the egquation by entering and removing X variables.
—  Change the regression model parameters.
—  Change the automatic stepping parameters.
— Change the variablesin the pool.

Change Equation

Selecting Change Equation from the M odel menu displays the window shown below. This
option provides another way of entering and removing X variablesin the model.
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Change Equation
Yariables in Pool: Yariables in Model:
0BS HeasA_2
SYMPDUR
AGE
MeasA_0
Meash 3 ud

Type:
Role

Cancel Help

Change Model Parameters
Selecting Change M odel Par ameter s from the M odel menu displays the window shown
below. This option alows you to:

—  Set aminimum allowed tolerance before a warning is issued.

— Force azerointercept or allow the intercept parameter to be estimated for the sample.

—  Specify the percent of cases which causes awarning to appear for the cases being
excluded for missing values.

Model Parameters ]
Tolerance (MMM,

Warn if % of Cases are Excluded

ok | Cancel | Help

Tolerance

The nature of the correlation structure among the X variables is measured by tolerance, a crucial
factor in assessing stability of regression estimates. Tolerance is defined as 1 minus the squared
multiple correlation between any X variable and the remaining X variables in the model. For a
given X variable, the system computes the tolerance between that variable and all currently
entered variables. The program also computes the tolerance between each currently entered
variable with all variablesin the model as the tolerance would be if the current candidate
variable wereincluded. Variables that enter into the model must have tolerance values greater
than the tolerance limit set under Change Model Parameters.

Toleranceis used as a measure of multicollinearity. When multicollinearity is present,
computed values of the regression coefficients may be inaccurate and unstable. Small values of
tolerance, say less than 0.001, may indicate problems.

Inter cept

Intercept is defined as the distance from the origin to the place where the regression hyperplane
cutsthe vertical axis. This option allows you to set the intercept at zero or have the program
compute the intersection of the least squares regression hyperplane with the vertical axis. The
intercept may also be moved in or out of the model.

A zero-intercept model is used when you hypothesize that the regression line should pass
through the origin.

When you select the zero-intercept model, uncorrected sums of square are used in calculation.
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Warn if [ ] % of cases excluded

This option alows you to change the percent (0 - 90) which, when exceeded, causes the system
to warn you that the percent of excluded cases has exceeded your set percent. Caseswill be
excluded if there are any missing valuesin the pool of variables (dependent and independent)
being used.

They may also be excluded if you set up special conditions for exclusion. The default is 40%.

Any regression model being computed will use only cases with complete data for the pool of
variables used. When there isahigh proportion of excluded cases, it becomes questionable to
make inferences from the sample to a population. Y ou can use the missing data matrix to see if

asizable proportion of the missing values occur in one or two variables. When missing values
occur in only afew variables, you might consider removing these variable(s) from the pool by
utilizing the Use Menu from the datasheet.

Automatic Stepping

Using the Automatic Stepping option in the Multiple Regression output window M odel menu
you can set the Model and Stepping Parameters.

Automatic Stepping
Madel Parameters Stepping Parameters
Taolerance IQ F-to-enter 4.0000 ﬂ
Intercept W F-to-remove  |3.9960 jl
Method  [Fomward 7]

™ Step-hy-step Intervention

oK I Cancell Help |

For definitions of F-to-Enter and F-to-Remove see the section “Formulag” later in this chapter.
For definitions of Tolerance and Intercept see the section “Model Parameters’ above.
Step by step Intervention

Variables with the highest F-to-enter values will be entered one at atime. Y ou can control
whether or not the next step proceeds.

M ethod

In the forward stepwise method, a step consists of adding a variable to the regression model.
Forward stepwise variables are automatically added one at atime into the model (and possibly
some variables in the model may be removed) dependent on your stated criteria until a stopping
point is reached.

When entering variablesinto a regression model, you use F-to-enter as your criterion. Y ou add
the variable with the largest computed F-to-enter value at that step. Variables already in the
model are also checked, and if any of them have an F-to-remove value less than the stated F-to-
remove value they will be removed. The procedure continues until no variables have either an
F-to-enter value larger than the stated F-to-enter value in this window or an F-to-remove value
|ess than the stated F-to-remove value.
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The F-to-enter value must be chosen to be larger that the F-to-remove value (see Afifi and
Clark, 1990, pp. 196 - 203 or any of the numerous other regression texts).

NOTE: Forward stepwise regression is not guaranteed to result in the best possible regression
equation. In particular, when the number of casesis small relative to the number of
variables, spurious variables may enter.

Change Pool

See “Using Multiple Regression” above.

View Menu

Variables Not in Model
Highlight the selection in the View menu to display the window.

Descriptive Statistics Window

Output is included from the descriptive statistics model/object. Output includes the sample size,
the mean, standard deviation, minimum, maximum, median, first and third quartiles of the X and
Y variable. Refer to Descriptive Statisticsin Chapter 2. The Descriptive Statistics output
window is shown below:

¥ Desciiptive Statistics [Cont/Int/0rd) : MI_TRIAL

Fle Edi Options Window Help
[aial =i = B|r|u|fE =|=
Bl
DESCRIPTIVE STATISTICS
N Mean StdDev Min
0BS 34 26.8461 14.8794 2.0000
SYMPDUR EE] 2.5553 21798 0.2800
AGE 39 639457 13.8358 240000
MeasA 0 EE] 2549230 49,9227 153.0000
Meash 1 39 247 65923 54 8779 135.0000
Meash 2 39 242 7652 61.4060 75.0000
MeasA 3 34 237.0000 B8.2684 33.0000
MeasB 0 39 99 6923 16.8275 62.0000
MeasB_1 33 97 5384 17.4051 B2.0000
MeasB_2 34 93.2307 18.3997 56.0000
MeasB 3 39 69.53584 20,0267 44,0000
Max Median
OBS 50.0000 26.0000
SYMPDUR 121658 1.9800
AGE 75.0000 56.0000
MeasA O 321.0000 270.0000
Meash 1 339.0000 255.0000
MeasA 2 3540000 2520000
MeasA 3 345.0000 262.0000
MeasB 0 125.0000 101.0000
MeasB_1 125.0000 95.0000
MeasB 2 122.0000 95.0000
MeasB 3 125.0000 69.0000
‘Numher of cases used : 39 [ |
[ NUM [ [ Cot 0 [Lner 123 [ Page: 1

ANOVA table

The ANOVA tableis provided for testing the hypothesis that all regression coefficients are zero.
If variables are entered based on a conceptual model and not using information from the sample
in astepwise or other fashion, the F-and p-values will have their regular interpretation
(assuming the usual assumptions are met).

If variables are entered in a stepwise fashion using information from the sample to choose
variables that maximize the F-to-Enter value or some other criterion at each step, then the p-
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value associated with the F statistic cannot be trusted (see Forsythe, A.B. et al., 1973).
Formulas for the ANOVA table are summarized as follows:

Source Sum of Squares df Mean Square F-ratio
Regression N
eoress RegSS=>" ,-y° |P Reguis= 9SS | _ RegMS
! ResMS
Residual N N N-p-1 ResSS
RessS=) " (v,=9)| °° ReMS= N - p-1

The F-test isthe regression mean square (RegM S) divided by the residual mean square
(ResMS). A large F-value indicates that the values of Y fit closely to the regression model even
though the precise p-values cannot be trusted if variables are entered based on simple statistics.

Missing Data Pattern

Selecting this option from the View menu in a datasheet allows you to determine, at a glance,
which variables have missing values before you perform the Multiple Regression. From the Use
menu, you can select/de-select variables and cases for the analysis.

[l Missing Data Pattern: MI_TRIAL
Fie Use View Feun Window Help

variables (21) :|
airwise Missingn

ounts
0BS SYMPDUR ii
0BS 0
SYNPDUR ]
AGE 0
Meash_0 0
1
4

E o . | _| Presert ‘

Heash_1

= Ca

z arable: MeasA
cases s HHH- A Status : Missing Meash_2 _'ll
@0 3 N1 %

0
0
0
1
4

0BS STHFDUR ﬂ
OBS 50

SYHPDUR 50 50
1 AGE 50 50
] Meash 0 50 50

Corr/Cov Matrices

Correlation of covariance matricesis given for variablesin the pool and for regression
coefficients.

Correlation Matrix of Variables

The Correlation Matrix of Variablesin the pool displays a correlation matrix with the dependent
variablein the first row and column. Correlations given here are the usual product moment
correlations. The correlation between any two variables can be found by finding one of the
variablesin arow and the second one in a column and then finding the desired correlation by
proceeding right in the chosen row until you intersect the chosen column. The matrix is derived
from the covariance matrix of variables.

When the numerical value of the toleranceis small, or there are other indications of
multicollinearity, it is often useful to examine the correlation matrix to see which variable(s) are
causing the problem.
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Covariance Matrix of Variables

Covariance Matrix of Variables displays a covariance matrix with the dependent variable in the
first row and column. The sample variances of the variables are given in the diagonal and the
covariance in the off diagonal.

The covariance matrix is sometimes saved when there is alarge sasmple size. It can be used in
subsequent regression analyses to save computation time.

When the zero -intercept model is used, the covariance matrix is uncorrected for the mean. For
example, the variance of Yis:

Var(Y) = zglv?/ N.

Correlation Matrix of Coefficients

Correlation matrix of the estimated regression coefficientsis displayed. This can be used to
determine whether any of the slope coefficients are highly correlated. Thisis derived from the
covariance matrix of coefficients.

Covariance Matrix of Coefficients

Covariance matrix of the estimated regression coefficientsis displayed. This can be used to
compute confidence limits and test hypotheses of chosen slope coefficients. The covariance

matrix is calculated as cov(b) = ResMS(X' X) ™ where ResMSis the residual mean square.

Plots
From the Regression Output window View =» Plots menu you can select three plots:

¢ Diagnostic Plots
¢ Partia Plots
¢ Custom Plots

Diagnostic Plots

Selecting the Diagnostic Plots option resultsin a plot of the residuals versus the predicted
values. Thisis a general-purpose plot that is often examined for outliers, lack of model fit, or
lack of normality of error terms.

Partial Plots

Two Partial Plots are available. These plots alow you to study the effects of an additional
variablein aregression model. They are often used to evaluate variables being added to the
model in aforward or backward stepwise manner. They have been used to assess the linearity of
avariable being considered and the influence of individual cases.

Thefirst, Residual isacomponent plus residual plot. The second, Regression, isa plot of
added variables.

Residual

The Partial Residual plot, or component plus residual plot, is used to indicate whether you
should make a transformation of an additional variable X that is a candidate variable to be
included in aregression equation. It is also used to assess which transformation is useful and if
influential cases exist.
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The additional variable X, is plotted on the horizontal axis. The residual, e=Y-Y , (obtained
when the additional X and the previously entered Xs are used) is added to the slope coefficient
associated with X, times X,, and then that sum is plotted on the vertical axis (i.e., the values of
(e + b, XJ)). The expected dope of the pointsis the regression coefficient of the entering or
additional variable X,. This plot can give an incorrect impression of the strength of the
relationship between Y and the entering X if the multiple correlation is large (see Cook and
Weisberg, 1982.)

Regression

The partial regression, or added variable plot, is useful for detecting lack of linearity in an
additional X variable that isbeing considered as a candidate variable to beincluded in a

regression model already containing one or more existing X variables. It is also used to assess
influential cases.

When only the existing Xs are included in the regression model, the residuals, e=Y-Y are
plotted on the vertical axis. Theresiduals, X, - X, , where alinear regression model is fitted
with X, as the dependent or outcome variable, and where the existing Xs already in the
regression model are the independent or predictor variables, are plotted on the horizontal axis.
Theintercept will be zero, and the slope of the points will be the slope of the regression
coefficient of the additional X on Y. Ideally, you want the pointsto lie close to a straight line
with no obvious outliers.

Custom Plots

This option alows you to plot any variables in the model, as well as any of the outlier diagnostic
values in a scatterplot.

Diagnostics

Regression Diagnostics are listed by case for the variables in the model. The output first gives
the case number and the value of the dependent variable so that you can relate the output back

to the original datasheet. Next the output gives the predicted value of Y and the raw residual .
Finally, the output provides statistics that are useful in finding outliers or influential cases. Inthe
system, you can treat the datasheet containing these diagnostic data asif it were a standard
datasheet. Y ou can aso obtain plots and descriptive statistics by using options in the menu.

Here we will first define the various statistics listed and then review the plots and analyses that
you can perform on them. For more detailed discussion of these topics see Chatterjee and Hadi
(1989) or Cook and Weisherg (1982).

Options Menu

Inference Statistics

When you select | nfer ence Statistics from the Multiple Regression Output window Options
menu, awindow is displayed that provides options to help you make inferences about the
population regression model.
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Inference Statistics

Optional statistics to view in Model Tables
[ tandardized Bt o Eaaifie

" Tolerance

I Parameter Confidence Intervals
%=

¥ t-value for Coefficients

118 I Cancel Help

Standar dized Regression Coefficients

Standardized regression coefficients (labeled Std_coeff) are the slopes of the regression model
if Xsand Y are standardized. Subtracting their respective means from each set of observations,
and dividing by the respective standard deviation, standardizesthe Xsand Y. The standardized
Xsand Y have amean of zero and a standard deviation of 1. Theintercept term becomes zero.

The magnitude of the different standardized coefficients of the Xs can be compared to determine
the relative contribution of each X to the regression model. Thisis not the case with the
unstandardized slope coefficients since the different magnitude and variability of the Xs affects
the size of the slope coefficients.

Standardized coefficients can be computed from unstandardized coefficients using the formula:
Standardized b = b (sXi /SY)

where s,; and s, are sample standard deviations of X; and Y, respectively. For prediction,

standardized slope coefficients must be used with the standardized data.

Tolerance - See the discussion earlier in this chapter.

Parameter Confidence Intervals

The 95% confidence limits for the slope coefficients are given by default. A 95% confidence
limit has a 95% chance of covering the true population slope coefficient. In interpreting this
interval, normality of the error termsis assumed. The 100(1-a)% confidenceinterval for 3 is:

bi £ t(1-a/2,N-p-1) S-€(bi)

where t_q2np1) IS the upper 100(1-af2) quantile of a Student’ st distribution, and s.e.(b,) isthe
standard error of b, and there are (N-p—1) degrees of freedom for a nonzero intercept model.
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t-valuefor Coefficients
The t-value tests the hypothesis that a population slope coefficient is zero. Normality is
assumed. Thet-test statisticis:
t=_D
se(b)

and is distributed as a Student’ s distribution with (N-p—1) degrees of freedom for a nonzero
intercept model.

When you perform this test for more than one S, the system does not give the joint significance
level for al the slope coefficients. In such a case, you may want to use a Bonferroni adjustment.
If you want ajoint significance list for all of the regression parameters, use the F test under
ANOVA.

Regression Statistics

Choosing the Regr ession Statistics option from the Multiple Regression Options menu allows
you to obtain additional statistics and measures of model fit. Y ou can choose options either for
this analysis only, or to save as default. The window shown below is displayed.

Regression Statistics [ =]

Variable Selection Criteria

™ F_value

[ Multiple R=<2 ™ Mallows Cp
¥ Adjusted R=2 ™ Akaike Information Criterion [AIC)
¥ sqrt(Residual M5) I~ Bayes Information Criterion (BIC)

™ Change in R==2

ok | Cancel | Help

Statistics

For the definitions of Multiple Correlation, Multiple Correlation Squared, Adjusted Correlation
Squared, and Square Root of Residual Mean Square, see the section “Formulae” later in this
chapter.

Changein Correlation Squared

Entering additional variables into aregression model will increase correlation squared (labeled
Ch_R_s0). Conversely, removing variables will reduce correlation squared. The changein
correlation squared will be larger for X variables that are independent or nearly independent of
the other X variables already in the model, and for X variables that have higher explanatory
power in predicting Y. Small changesin correlation squared indicate that there islittle to be
gained in adding a particular X variable if obtaining a better fitting sample regression model is
your criterion.

Variable Selection Criterion

Sometimes theoretical considerations determine the variables which you should includein a
regression model. In other instances, you may have no preconceived opinion on the choice of
variables for inclusion in the model. Variable selection methods have been shown to be useful in
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these latter exploratory situations. Variable selection procedures require a criterion for selecting
variables and a stopping rule for deciding when to quit entering variables.

F-value

The F-value is used to assess the significance of the regression parameters. It isthe ratio of the
regression mean square to the residual mean sgquare. See the ANOVA table discussion earlier in
this chapter for more information.

Mallows Cp

The Mallows Cp criterion isawidely used criterion. Variables are selected that result in a small
C,. The criterion can be expressed as:

RMS
Cp=(N- p—l)[—z(p)—lJ+(p+1)

Se
where RMS,;, is the residual mean square based on p selected predictor variables, and s” isthe
residual mean square including all predictor variablesin the pool.

NOTE: The second term (p+1) will increase in size as more variables are added, but the first
part of the formulawill decrease and finally become zero when all the variables are
entered. For aderivation of C,, see Daniel and Wood (1971.)

A plot of C, on the vertical axis versus p on the horizontal axiswill tend to decrease as more
variables are added, and then it starts to increase.

One suggested rule is to choose the set of variables that minimizes C, (see Mallows, 1973.)
Akaike Information Criterion (AIC)

The Akaike information criterion is a recommended sel ection criterion. It has been shown to be
asymptotically equivalent under the null hypothesisto C, and the risk based on C, will converge
to the risk based on AIC (see Nishi, 1984.) It isgiven as:

AIC=RSS /55 +2(p+1)

where:

p is the number of X variables. Assuming a nonzero intercept, RSS,, is the residual sum of
squares with p variablesin the model, and 5.2 is the residual mean square based on afull
regression model with all X variables included.

Bayes Information Criterion (BIC)

Bayes information criterion (BIC) is another selection criterion. Itsformulais given by
BIC = RSS(p)/ <2+ (p +1)log(N)

where p is the number of X variables. Assuming a nonzero intercept, RSSy, is the residual sum
of squares with p variables in the model, and s.2 is the residual mean square based on afull
regression model with all X variables included.

Diagnostics

Choosing Diagnostics from the Multiple Regression Options menu allows you to select from a
list of diagnostics for detection of outliers. Y ou can decide which diagnostics you want to see
listed by case in a datasheet format. Diagnostics included predicted values, residuals, deleted
Studentized residuals, hat diagonal elements, Mahalanobis’ distances, and Cook’s distances.
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Select Regression Diagnostics

DOutliers in X

¥ Predicted Vaiue! ¥ Hatdiagonal [Leverage]

¥ Mahalanobis Distance

Residual M
FV Residual

Influence Measure
¥ Deleted Studentized Resid. ’]\7 Cook’s Distance

ok | Cancel | Help |

For definitions of:

Predicted Value, Residual, Studentized Residual (deleted), Hat Diagonal, Mahalanobis
Distance, and Cook’s Distance, seethe section “Formulage” later in this chapter.

Diagnostic Plots

Choosing the Diagnostic Plots option from the Multiple Regression Options menu displays a
window showing commonly used diagnostic plots by function.

Standard Diagnostic Plots []
N il ~DutliersinY —————

W Hormal Erobabiity Blot of Hesiduals, ¥ Residual vs. Predicted Value

I™ Homal Prob. Plot of Deleted I~ Deleted Stud. Resid. vs. Predicted Value
Studentized Residuals

I™ Detrended Normal Prob.Plot of ~Outliers in X
Residuals I~ Hatdiag vs. Predicted ¥alue

= ?)Z'I:'E':eglr; ";:L::':_ . Plat of I~ Mahalanobis Dist. vs. Predicted Value

I Residual vs. Case # ‘ ™ Cook’s Distance vs. Predicted Yalue

I™ Deleted Studt. Resid. vs. Case & Stemmise Selection Criten
riteria
- Linearity I~ Mallows Cp ™ F_Value
¥ Residual vs. Predicted Value [~ AlC " R=2
See also partial plot menu options [~ BIC I Adjusted R==2

ok | Cancel | Help |

NOTE: You can obtain additional plots by selecting the View Menu and then selecting Plots.
In addition to the plots given here, custom plots and partial plots are available. You
can aso append your diagnostic variables back to the datasheet and more plot options
will be available. When you do so, the appended variables are unlinked from the
datashest.

Normality

When tests of hypotheses or confidence limits are computed, the error terms, e, are assumed to
be independently, normally distributed with mean zero and constant variance, g;2. Residuals
from the sample regression mode! are used to compute s.2, which is a point estimate of ;2.

Thus, if you want to test hypotheses or construct confidence limits, you will use residuals, the
estimates of the error terms, to assess normality. There are some problems with this approach.
The sample residuals are not independent, and they do not have the same variance unless special
conditions are met (see Chatterjee and Hadi, 1989). However, the sample residuals are still
useful in practice to discover lack of normality.
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Normal Probability Plot of Residuals/Deleted Studentized
Residuals

The normal probability plot is used to show graphically whether the distribution of sample
residuals or deleted studentized residuals is normally distributed with a constant variance or not.
The numerical values of the residuals are plotted on the horizontal axis and the expected normal
values based on ranks are plotted on the vertical axis. |If residuals are normally distributed, the
points should lie on a straight line.

Deleted studentized residuals are recommended for use in plotting normal probability plots over
sampleresiduals. That is because deleted studentized residuals have at distribution if the usual
normality assumption holds (see Cook and Weisberg, 1982), although the difference may not be
very noticeable.

Detrended Normal Probability Plot of Residuals/Deleted
Studentized Residuals

Detrended normal probability plots are similar to normal probability plots. However, in the
detrended normal probability plot, the slope of the plot is made to be zero and the vertical scale
is expanded so that you can easily see any deviations. |f data are normally distributed the points
will liein ahorizontal straight line clustered about zero on the vertical axis.

Deleted studentized residuals are recommended for use in plotting detrended normal probability
plots over sampleresiduals. Thisis because deleted studentized residuals have at distribution if
the usual normality assumptions hold (see Cook and Weisberg, 1982), although the difference
may not be very noticeable.

Independence

Error terms are assumed to be independent, but their estimates, the residuals, are not.
Nevertheless, aplot of residual versus case number has been shown to be useful in practice in
detecting appreciable departures from independence. These plots are useful in assessing
whether trends in the magnitude or sign of the residuals are occurring over cases, or if clumping
of caseresiduals has occurred at some point.

Residual versus Case #/Studentized Residuals (deleted)
versus Case #

A plot of residual versus case number provides a quick and simple method of checking for gross
trends in the residuals from successive cases. Often, successive cases can serve as a proxy for
time. Thus these plots serve to show whether the regression model fits the early casesin a
fashion similar to the later cases. Since residuals do not have precisely the same variance and
are not, strictly speaking, independent, this plot should be examined for general trends.

A plot of the deleted studentized residual versus the case number provides the a quick and
simple method of checking for gross trends in the residuals for successive cases.

Often, successive cases can serve as a proxy for time. These plots serve to show whether the
regression model fitsthe early casesin afashion similar to the later cases.
Linearity

Usually, in fitting a regression model you will first fit an equation where the Y variable and X
variables are used in the form in which they were measured. When thisisdone, you are using a
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model where the X variables are linearly related to the Y variable. Sometimes this model is not
adequate.

A plot of the residual versus the predicted Y or Y provides aquick way of assessing the fit of a
model. If problems exist, one common procedure is to consider making transformations on some
or all of the Xsor on Y. The resulting model is till linear in the parameters (slope coefficients),
asrequired, if alinear regression model isto be fitted. If no suitable model can be found that is
linear in the parameters, then non-linear regression may be necessary.

Y ou can aso use a Box-Cox transformation on the Y variable. In general, many analysts prefer
to make transformations on the Xs rather than on Y. Two reasons for thisare: 1.) only some of
the Xs may not be linearly related to Y; and 2.) if you want to make predictions, the results are
easier to interpret if Yisleftinitsoriginal units. Nevertheless, there are times when
transforming the Y variableis a valid procedure.

If you are considering the transformation of some or all of the Xs, then you should make
additional plots. A common first step is to determine whether the various Xs are approximately
normally distributed by plotting them univariately using histograms, boxplots, or normal
probability plots. The system’s simple linear regression option is recommended. Simple linear
regression plots each X variable against Y, one at atime, then partial plots should be considered
(go to the View Menu and click on Plots). Also, it is recommended that residuals from the
multiple regression model be plotted against X (see Custom Plots). This univariate approach
will work well if the predictor variables are uncorrelated with each other. Caution must be
taken when the Xs are correlated.

Residual versus Predicted Value

Thisis one of the most widely used diagnostic plots. Residuals are plotted on the vertical axis,
and predicted values of Y or Y from the regression equation are plotted on the horizontal axis.
If alinear relationship holds, and the residuals at least approximately follow a normal
distribution, then the plot of the points should cluster around a straight line with a zero slope
and approximately equal numbers of points above and below the residual value of zero.

If the points appear to follow a curve, then transformations of either the Y or some or all of the
Xsmay be useful.

This same plot is used in determining whether outliers exist and as arough check for equality of
variances of the error terms.

Outliers

Five scatterplots are provided to help you find possible outliers. The plots are: residua versus
predicted values of Y ; deleted Studentized residuals versus predicted values of Y; hat diagonal
elements versus predicted values of Y; Mahalanobis' distance versus predicted values of Y; and
Cook’ s distance versus predicted values of .
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Residuals versus Predicted Values

The plot of the residuals against predicted values is often used to find outliersin Y. These
residuals do not have equal variance, so their interpretation is not as straightforward as the
interpretation of deleted Studentized residuals. However, in many instances the pattern of the
pointswill be similar.

Some users find residuals easier to interpret, since they arein the original units. Cases at

extreme points from a horizontal line drawn through zero on the vertical axis are possible
outliers.

If they are also at the extremes of Y, then these cases are likely to have a greater effect on the
dope coefficients.

Studentized Residuals (deleted) versus Predicted Value

Deleted Studentized residualsin Y follow a Student t distribution with (N-p-2) degrees of
freedom. Cases which are more than two and a half units from a horizontal line drawn through
zero in the vertical axis are potential outliersin Y.

Hat Diagonal versus Predicted Value

Diagonal elements of that matrix h;; or leverage statistics measures outliersin the Xs. Plotted
values of h; that are greater then twice the mean are sometimes examined as possible outliersin
X. See Hat Diagonal.

Mahalanobis' Distance versus Predicted Value

Mahalanobis' distance is another measure of outliersin the Xs. Mahalanobis' distanceisa
measure of the distance from each case (using only the X variablesin the model) to the mean of
all the Xsinthe model. Large distance valuesindicate outliersin the Xs. Plotted values of
Mahalanobis' distance versus predicted values of Y are used to find cases that have a high
leverage. See Mehalanobis' distance.

Cook's Distance versus Predicted Value

Cook’ s distance is a measure of influence on the regression coefficients that combines the
effects of outliersin Y and in Xs. Plots of Cook’s distance against predicted value of Y is used
to find cases that can have a sizable effect on the regression coefficients. Cook’sdistanceis
always positive. See Cook’s Distance.

Variable Selection Criteria

Different selection criteria such as Multiple Correlation Squared, and Adjusted Correlation
Squared can be plotted against p (the number of predictor variablesin the model). Step number
labels the points so that you can trace back a particular model from the Stepwise Regression
Summaries window.

Rerun Menu

The Rerun menu in the Output window provides two options where you can select anew Y
variable, either to rerun the current regression analysis, or specify a new analysis.
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Formulae

Predicted Value

The predicted value of Yor Y (labeled as Predicted) is obtained from aregression equation for
each case by entering the values of the X variables into the fitted regression equation.

Residual

Residual (labeled as Residual) is the difference between Y and its predicted value, Y .
Sometimes these are called raw residuals to distinguish them from residuals that have been
transformed. The average value of the residualsis zero. Residual valuesthat are largein
absolute value are an indication of casesthat do not lie close to the hyperplane. These are used
both to determine whether the model fits and to detect outliers.

Studentized Residual (deleted)

Thisis often called the deleted Studentized Residual or externally Studentized Residual (labeled
as DelStRes). The residual is computed to the ith case from a regression equation with the ith
case deleted. Hence, the case for which aresidual isfound is not included in the estimation of
regression parameters. If a case is an extreme outlier, then removing it before computing the
residual removes the effect of that outlier from the estimate of the standard error. The Deleted
Studentized residual is defined as:

Deleted Studentized Residual =—?W
S (1-hy)

where g istheith raw residual from aregression equation, s is an estimate of the standard error
about the regression hyperplane with the ith case omitted, and h;; is the element in the diagonal
of the hat matrix, X(X' X)X’ given in the outliersin the next column.

The value of the residual is divided by its standard error, so values that are larger than 3in
absolute value are candidates for consideration as outliers. If the vector of error termsis
normally distributed, (& ~ N(0,021) , then the deleted Studentized Residuals are distributed as

at distribution with (N—-p—2) degrees of freedom, assuming you used an intercept model. For
further discussion on interpreting these and other residuals, see Chatterjee and Hadi (1989) or
Cook and Weisherg (1982.)

Hat Diagonal

Diagonal elements of the hat matrix, X(X' X)*X’, h; (labeled as HatDiag), are statistics that are
widely used to find outliersin the Xs. In general, measures that are used to find outliersin X are
called leverage statistics. Large values of h; are an indication of possible outliersin the Xs. The
size of h; islimited to the range of /N to 1. The average value of h; isp/N.

The h;; for the ith observation tells how much an observation contributes to the estimation of
regression parameters. Observations with large leverages have the potential for having alarge
effect on the regression coefficients. If they also have alarge deleted Studentized residual, then
they should be considered as possible outliers.
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For p variables, Chatterjee and Hadi (1989) recommend investigating values of h;>2.5p/N if
p>2 and h;>2p/N if p>6. The numerical value of h; is computed from:

hy =% (X X)72x,
where x; istheith row of X, including one row for the intercept.

Mahalanobis' Distance

The leverage of a case can also be measured by its Mahalanobis' distance (Iabeled as MahDist).
This statistic measures how distant a case is from the mean of the set of Xsand is used to find
outliersin X. It is computed using only the X variables in the regression model. Observations
with large leverage have the potential for having alarge effect on regression coefficients.

The Mahalanobis' distanceis related to h;; by the following formula:
Mahalanobis Distance= (N -1)(h; -1/ N).

Cook's distance

Determining the influence of each case on the regression coefficientsis a direct method of
detecting outliers in aregression model. Cook derived afunction called Cook’ s distance
(labeled as CookDist) which gives a scaled distance between the value of the regression
estimates when all the cases are present, and the value when the cases are omitted one at atime,
b..i). Cases with alarge Cook’s distance are possible influential observations.

Cook’s distance for the ith case is defined as:
o = LB (X X)(b ~h-)
i =
(p+1) s
Where p is the number of X variables, and S is an estimate of the 02(S2, = ResMS) . Values of

C; will increase with increasing difference between regression coefficients for all N and when
the ith case is removed. Subsequently, it has been found that Cook’ s distance can be written as:

_ephi
' pst
where g;, istheith residual computed from Y minus the predicted Y computed from the

regression model with the ith case deleted. It can be seen from this formula that Cook’s distance
takes into account both leverage h;; and the size of the residual Y.

Strictly speaking, C; does not have an F distribution, but an F distribution has been suggested as
away of deciding which cases should be considered as possible outliers. Cases for which the
value of Cook’s distance is greater than the 95" percentile of the F distribution with (p+1) and
(N—-p—1) degrees of freedom may be considered for further investigation.

N = Effective number of cases used in fitting the regression model.

Multiple Correlation

Sample multiple correlation is the Pearson r (product moment correlation) between Y and its
predicted value, Y , obtained by fitting a regression model. The sample multiple correlation is
always nonnegative and lies between 0.0 and 1.0. It isameasure of the linear relationship
between Y and the set of X variables. When the sample multiple correlation is close to 1.0, then
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the relationship is highly linear. When it is close to 0.0, the hyperplane barely fitsthe Y
variables better than the mean of Y.

Population multiple correlation is defined as the square root of

Where 0. is the variance of Y about the population regression hyperplane, and o, is the
variance of a population of al possible Ys. When o.” is small relative to 6,7, then the multiple
correlation will be large (closeto 1.0.) The sample multiple correlation (labeled as

Multiple R) isahbiased estimate of the population multiple correlation and tends to
overestimate its value.

When you request the zero-intercept model, the sample multiple correlation is based upon
uncorrected sums of squares (i.e., the means are not removed).

Multiple Correlation Squared

Multiple correlation squared, R?, (labeled as R_sq) is often called the coefficient of
determination. Its magnitude is an indication of the reduction in variance of Y that has been
achieved by fitting the regression model. See Multiple Correlation.

Adjusted Correlation Squared

Adjusted correlation squared (labeled as Adj_R_sq) hasless bias in estimating the population
multiple correlation squared than does the multiple correlation squared. Its value can be
negative. For large N and a small number of X variablesin the regression model, it will be close
to multiple R? in value. The multiple correlation squared is adjusted by taking into account the
number of variables (p) in the model.

Adjusted correlation squared = R? - p(1- R?)/(N - p-1).

Asmore X variables are added to the model, the value of R® will either increase or stay the
same, but the value of adjusted R?2 may decrease. Some analysts will stop adding variablesto the
model when the adjusted R? is at its maximum.

Partial Correlation

Partial correlation (labeled Partial_r) is used to measure the correlation between two variables
with the linear effect of one or more other variables removed. Suppose you have two X
variables whose partial correlations you wish to obtain by partialling out the linear effects of
three other X variables. You could first fit aregression plane predicting one of the two X
variables from the three X variables. Second, you could fit a second plane predicting the second
X variable from the same three X variables. Y ou could finally get the residuals from each of
these planes and find the correlation of the two sets of residuals. This correlation is the desired
partial correlation. Alternative formulas are used in the system, but the results are essentially
the same.

Partial correlation is useful in forward and stepwise regressions in determining the effects of
adding another variable to the regression model, given that you aready have some variables
entered. Thelinear effect of variables already in the equation is partialled out.
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Square Root of Residual Mean Square

The square root of the residual mean square (labeled sgrt (ResMs) ) is the square root of the
variance of Y about the regression hyperplane.

Sqrt(ResMS) = \/z*j‘:l(yj ~y,)2(N-p-1).

It is an estimate of the error standard deviation and is used in confidence interval construction.

Regression Coefficients

Regression Coefficients (labeled as Coeff) are computed for each variable in the model. Unless
the X variables are uncorrelated, the numerical value of the regression coefficient for agiven
variable will change as different variables are entered into the model. They are computed from:

b=(X'X)X'Y
Standard Error of the Coefficients

Standard error of the coefficients (labeled as SE_coeff) is the standard deviation of the
coefficient estimates. The normality assumption is given by:

(Ej ~ N(O,ag)j

If the normality assumption holds, the standard error of the coefficients can be used to perform a
t- or an F-test where the null hypothesisis zero dope. The squared standard error (or the
variance) of the coefficient estimates is computed by multiplying the residual mean square by
the appropriate diagonal element of the matrix (X' X)™.

F-to-Enter

Specifies the minimum F-to-Enter value that must be exceeded by the computed F-to-Enter
value for a candidate variable to enter in the automatic forward stepwise method. Suppose that
p predictor variables are already entered in the model. If you enter the candidate variable, there
will be p+1 variables entered. The computed F-to-Enter is:

F=[RSS() — RSSp+1)] / [RSSp+1) /(N = p = 2)]

where RSS,, denotes the residual sum of sguares with p variables in the model. The degrees of
freedom are 1 (the difference in the number of parameters between the two models) and
(N—-p—2) since there are (p+1) slope coefficients plus the intercept. The usual tabled F-values
from an F distribution do not apply for statistical testing in stepwise selection, since the system
is selecting the best variable at each step. The appropriate critical valueis a function of the
number of cases, the number of variables, and the correlation structure of the X variables.

A commonly used cutoff point for F-to-Enter valuesis an F-value equivalent to a p-value of
0.10 to 0.25 when the purpose of fitting the regression model is predictive. Useful valuesto use
in practice are a minimum of F-to-enter value 2.07 (see Bendel and Afifi, 1977) or for asmaller
p-value, a default F-value of 4.0.

For the zero intercept model, RSSy, denotes the uncorrected residual sums of sgquares, and the
denominator degrees of freedomis (N-p-1).
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F-to-Remove

The maximum F-to-remove is an F-value to which the computed F-value must be compared in
order to seeif avariable should be removed from the model. The variable with the smallest
computed F-value is removed first if it isless than the maximum F-to-remove. Variables are
removed until there are no variablesin the model with a computed F less than the maximum F-
to-remove value.

The computed F-to - removevaluefor acandidatevariable X; is:

F=[RSS(p-1) ~ RSS(p)] /[RSS(p) / (N = p —1)]
where RSS;, denotes the residual sum of squares with p variablesin the model. The degrees of
freedom are 1 and (N-p-1) for a nonuser intercept model.
F-to-remove tests the relative importance of variables already in the equation and removes
variablesin the order of their contribution to the model.

In forward stepwise regression, if the F-to-remove value is chosen to be much smaller

numerically than the F-to-enter value, then variables that are already entered will tend not to be

removed. The procedure revertsto what is called forward selection rather than forward

stepwise regression.

NOTE: The computed F-to-remove value of avariable following itsinclusion in forward
stepwise at step (k + 1) is precisely its computed F-to-enter value at step k.

The usual tabled F -value should not be interpreted as giving the usual p-values since numerous

tests are made. See the discussion on F-to-Enter.
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4. Tables - Frequency Analysis

USING FREQUENCY ANALYSIS
FREQUENCY ANALYSIS OUTPUT OPTIONS
TABLES

TESTS

Introduction

The system provides two-way tables of frequencies, row percents, column percents, overall
percents, expected values under independence, and differences between the observed and
expected frequencies. Components of chi-square and standard deviates are also provided for
each cell in atable. Four measures of association are available (refer to Tablesin this Chapter),
and five tests are available (refer to Tests in this Chapter).

CC1 CC2 | CC3 | Total

RC1 Ny Ny N3 Ny,
RC2 Ny Ny, N3 Ny,
Total n n, ns; N

Y ou can construct two-way tables from a datasheet or from the frequency table editor.
Tabulated data can be read into a datasheet with a case corresponding to a unique cell in the
table and a case frequency variable defined.

In general, n; refers to the cell frequency in theith row (i=1,...,r) and the jth column (j=1,...,c),
while n;_ refers to the sum of the cell frequenciesin theith row, and n ; refers to the sum of the
cell frequenciesin the jth column, and N is the total sample size.

In some cases, cell, row total, and column proportions are used, and are denoted as p;; (=n;/N),
pi. (=ni/N), and p ; (=n ;j/N), respectively.

Under certain assumptions, such asindependence, and given an estimation procedure, estimates
of cell frequencies will be denoted by e;.
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Using Frequency Analysis

To perform Frequency Analysis, execute the following steps:
1. Choose Tables from the datasheet Analyze menu to display the window shown

below:
Specify Frequency Analysis
esteem
hapﬁstatl Colurmn % ariable
womenrole
educatn Iworkstat
st owew | Total
Flow Varable e |
marital HHX |
D it Taotal .. | L
Type;
# Missing:
Cancel | Clear | Help |

2. Drag and drop the Row and Column variables to their respective datafields (the
selected variables must have more than one group). Pressthe OK button.

3. The Output window showing the default output optionsis displayed.

§8§ Frequency Output: FIDELL - marital and workstat M=l E3
File Edit “iew DOptions Format MWindow Help
[fsal ENEE N E =|
[
TESTS
Value df p-value
Pearson's Chi-square 33.0835 2 B 546E-05
Likelihood Ratio Chi-square 387352 2 3879E-09
TABLES
Table of Counts:
paidwork hap_home unhap_hom Total
gingle I g 18 103
rmarried 169 129 B4 362
Tatal 246 137 g2 455
|
|
R | Coi O |Lne: 64 | Pages 1
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Frequency Analysis Output Options

The output options - Frequency Tables, Measures, and Tests are described in the following
sections.

1. Fromthe Frequency Tables Output window Options menu, choose Output to
display the window shown below.

2. You can check additional output options for Tables, Measures and Tests, then press
the OK button to view the results in a new Output window.

Freguency Output - Output Options
~ Tables M
il v Odds Ratio
™ Excluded Cases [ Phi
" % Row Totals [~ Cramer's ¥
I” % Column Totals [ Kappa
I % Total [~ Min. Expected Yalue
™ Expected Yalues
I Differences Tests
I~ Std Deviates [¥ Pearson's Chi-square
[~ Comps of Chi-square [" Likelihood Ratio
™ Comps of Likelihood [~ Yates’ Chi-square

[~ McNemar's Test
[~ Fisher's Exact Tests

(1].9 I Cancel | Help

Tables

Tables of percents are given so that row totals are 100% (% Row Total), column totals are
100% (%Column Total), and overall N is 100% (%Total). Other statistics are included to assist
in interpreting the effects of individual cells. See expected values, differences, standard
deviates, and components of Chi-square and likelihood ratio G2
Four measures of association are given:

¢ Oddsratio

¢ Phi coefficient

¢ Cramer'sV

¢ Kappadatistic
Odds ratio is one of the more commonly used measures, but construction of a unique set is
limited to two by two tables (see Agresti, 1990). The Oddsratio is given only for two by two
tables. Phi coefficient and Cramer’sV are functions of chi-square, and their significance can be
determined using the p-value from the chi-square test. Kappa statistic is used as a measure of

interrater agreement (see Fleiss, 1981). It requires a table with an equal number of rows and
columns.
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In addition to measures of association, the system provides descriptive information to assist in
datainterpretation. The minimum expected value of chi-square over all cellsis printed out, and
you can determine whether this value istoo small. 1n such cases, results of the chi-sgquare test
should be interpreted with caution.

Tests
Fivetestsare available:
¢ The Pearson chi-square test
The chi-sguare test with Yates' correction
Likelihood ratio G? test
McNemar’ stest of symmetry (the number of rows and columns must be equal)
Fisher’s exact test for 2x2 tables

* & & o

Expected Values

The expected value for each cell (g;) is computed assuming independence and the minimum
value is displayed. The expected value is defined as:

ej = n.n;j/N.
The minimum value is included to provide you with information for evaluating whether or not it

is safe to assume that the reported p- value based on a chi-sgquare distribution can be applied to
your data set.

In general, if the minimum expected value is greater than 2, or no more than 20% of the
expected values are less that 5 with a minimum of 1, the chi-square approximation of the
sampling distribution of the test statistic is adequate (see Dixon and Massey, 1983). If you have
avery small minimum expected value or numerous small expected values, you might wish to
combine some rows or columns or use Fisher’s exact test.

Differences

The difference between Expected Values under independence and observed frequency is given
for each cell:

Difference=n, -¢,
Large absolute differences indicate violation of the assumption of independence.

Components of Chi-square

Components of chi-square, (n, —¢;)2/ g , are computed for each cell. Large component values
are indicative of departure from the independence assumption.

Standardized Deviates

Standardized deviates are the sguare root of the components of Chi square.

Components of Likelihood Ratio G-square
Components of likelihood ratio G are computed as: 2n;Ln(n;;/§;)).
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Odds Ratio

Odds ratio (or cross-product ratio or OR) may be used to measure association in two by two
(two rows and two columns) tables. Oddsratio is calculated by:

OR = my1Ng, / (NoNpy).
If we think of the column totals as fixed, then ny,/n,; isthe odds of being in the first row

conditional on being in the first column. Then ny,/n,, is the same odds for the second column.
OR isthen the ratio of these odds.

OR can take on values from 0 to infinity, and is equal to 1 if thereis no association. Valuesless
than 1 indicate a negative association and those greater than 1 a positive association. OR is not
symmetric about 1.

ORisinvariant under interchange of rows and columns. It isalso invariant under row and
column multiplication.

In addition to odds ratio, the natural logarithm of OR [Ln(OR)] isgiven. Ln(OR) is symmetric
about zero and runs from minus infinity to plusinfinity. The system provides Ln(OR) along with
its asymptotic standard error, labeled S.E./Ha. Asymptotic standard error is computed as
follows:

SE/Ha= [Un, +1/n,+1 n, +1n,,.
This can be used to compute confidence limits for Ln(OR) and the confidence interval for OR

may be derived by exponentiating the confidence limits of Ln(OR).

Under the null hypothesis of no association, the asymptotic standard error (A.S.E.) is calculated
differently:

ASE-= \/N3/[(n11 +M2) (N2 + 20 (N2 +n22)(nzg +n22) |-

The normal-based test statistic value (labeled as z_ value = Ln(OR)/A.S.E.) can be used to test
for the null hypothesis of no association. You will reject the null hypothesisiif the associated p-
valueislessthan a specified level of significance.

Phi coefficient

Phi coefficient is a measure of association defined as the square root of the chi-square val ueX’

divided by N.
Phi =+ x%/N.

For atwo by two table, it varies between 0 and 1 and its square is equivalent to the square of the
product-moment correlation of two binary variables. A sign has been included in the system phi
coefficient (for two by two tables) so that you can see whether the association is positive or

negative:
Phi = (nyyny, - nlznzl)/ YnLnzninz-

In general, the maximum value of phi squared is equal to the minimum of the number of rows
minus 1 and the number of columns minus 1. Hence, for atable with more than two rows or
columns, it cannot equal 1. The system provides the maximum possible value of phi coefficient
for your table structure to help you evaluate the value of phi coefficient. See Fleiss (1981) for a
summary of the pros and cons of using this statistic.
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Cramer's V
Cramer’'sV isameasure of association defined as:

The square root of the chi-square value, X , divided by N times the minimum of the number of
rows minus 1 and the number of columns minus 1.

Cramer'sV = \/)(ZI[N min(r —1,c-1].

For atwo by two table Cramer’s V is equal to the absolute value of the phi coefficient. For a
larger table, Cramer’sV can be equal to 1. It is sometimes used when investigators wish to
compare tables with different numbers of rows or columns and different total sample sizes.
Kappa statistic

Kappa statistic is ameasure of inter-rater agreement or reliability that removes the effect of
chance agreement (see Fleiss, 1981 for examples). It can only be computed on tables that have
the same number of rows as columns, say k.

For example, suppose two raters assign each case into one of the k categories, the results for one
rater are given along the rows, and the results for the other rater along the columns. Fregquency
numbers in the diagonal cells are cases of agreements between the two raters.

The formulafor Kappa statistic is:
Kappa=(py-Pe)/ (1- Pe)
where:

k
P, = E N / N (observed proportion of agreement), and
1=

Pe = zik_l ni.n;/ N? (expected proportion of agreement).
The estimated standard error of Kappa statistic (Iabeled as SE/Ha) is computed as

SE/Ha=,/(A+B-C)/N /(1- p,)

where:
A=Y pl1-(p +p)1-Kappa)]*,
B=(1-Kappa)?}, 3. py(p; +p;)*

C =[Kappa - p,(1-Kappa)]*.

The preceding standard error is used in constructing a confidence interval for the population
value of Kappa. The standard error of Kappais also used in hypothesis tests where Kappais
hypothesised to be some nonzero value.

Under the null hypothesis that the underlying value of Kappais zero or no agreement, the
standard error used in calculating the normal - based test statistic (Ilabeled z_value) is:

1
AS.E.=—\/Pe+ pﬁ-z P Pi (P + ;)

@- p VN

The standard error may not be accurate for small sample sizes (see Wickens, 1989).
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Chi- square test

Y ou can use the Pearson chi-square test for either atest of independence between the row and
column variables or atest of homogeneity. In the test for independence, the total sample sizeis
fixed. Inthe test for homogeneity, the row (or column) totals are fixed. For example, if you had
three treatment groups and had assigned a fixed number of patients to each treatment, then you
could perform atest of homogeneity. In that case you are testing the hypothesis that the
outcomes of the three treatments are equal .

In the test for independence, the sampling distribution of cell frequenciesis amultinomial, and
for homogeneity it isindependent (sometimes-called product) multinomials (see Bishop et al.,
1975 for discussion of the sampling distributions.)

The familiar chi-square statistic, X , iIscomputed as:

2N\ i —a)?/ e
X —Zi:lzj:l(nlj &j)/ &j,

where: € =ni,n,,-/ N.

A large value of chi-square and/or a small p-value signifies that there is a small chance of
making an error if you reject the null hypothesis.

If achi-sguare distribution is to be a good approximation to the multinomial distribution, there
must be few expected values that are too small. See minimum expected values.

The degrees of freedom are the number of rows minus 1 times the number of columns minus 1.
(df =(r-1)(c-21)).

Likelihood Ratio Chi-square

Likelihood ratio chi-square test is a general maximum likelihood-based hypothesistest. It is
useful for comparing nested models. In this test, the likelihood under the null hypothesis and the
likelihood under a general model are maximized. The ratio of the maximum likelihoods (which
cannot exceed 1) iscalled A. It has been shown that -2In(A) has a limiting chi-square distribution
as N approachesinfinity.

Under the null hypothesis of independence, the test statisticis:

G?= ZZZnijm(nij/eij)

and is distributed as a chi-square random variable with degrees of freedom equal to the number
of rows minus 1 times the number of columns minus 1 (df=(r-1)(c-1)) (See Agresti 1990). The
larger the value of likelihood ratio G2, the lower the likelihood that you will make an error in
rgjecting the null hypothesis.

When independence holds, X and likelihood ratio G2 are asymptotically equivalent and, in most
cases, their numerical values and resulting p-values will be quite similar. The question of which
oneto use arises.

It has been shown that chi-square is valid with smaller sample sizes and sparser tables than the
likelihood ratio chi-square (again, see Agresti, 1990, section 7.73) but no single rule appears to
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easily differentiate between the two statistics. On the other hand, likelihood ratio tests are
widely used and have attractive properties (see section 4.2 in Bishop et al., 1975.)

Yates' Corrected Chi-square

For two by two tables, one-half is subtracted from the absolute value of (n;—e;) before squaring
it and computing chi-square (see chi-sgquare for computation.) This “correction” was proposed
by Y ates as a method of correcting for continuity (Y ates, 1934.)

The Y ates chi-square will always be smaller than the Pearson chi-square. Its use has been
debated in severa articles. It isregarded as a conservative test in the sense that the level of
significance of the test islower than the stated level.

McNemar's Test of Symmetry

McNemar’ stest can be used for paired or dependent samples when the outcome variable is
categorical data (nominal, ordina or continuous data that has been grouped). The number of

rows must equal the number of columns. Thistest is often used when the same cases are
measured at two different time periods.

The null hypothesis being tested is of population symmetry. That is, the population proportions
are the same in symmetrically located cells about the diagonal. Thetest statisticis:

Xiic = Zzi<j (ny =i )2/ (n +n;)

and is distributed as a chi-square random variable with degrees of freedom equal to the number
of rows times the number of rows minus 1, al divided by 2 (i.e., df = r(r-21)/2).

Fisher's Exact Test

Fisher's exact test isimplemented for two by two tables only. It is an exact test that does not
require approximation. Hence, it iswidely used for small sample sizes when the expected values
in one or more of the cells are too small for either the chi-square, or the likelihood ratio G? test.
In general, the system computes the probability of all possible ways in which the data could
come out more deviant than it did. Under the null hypothesis of independence, and under
Poisson or multinomial sampling, a hypergeometric distribution is obtained if we condition on
the totals in both margins.

Thetest is performed by summing the hypergeometric probabilities for outcomes as deviant or
more deviant than that obtained. One-tailed and two-tailed p-values are provided. 1n using the
one-tailed p-value, you must verify whether the tail chosen correspondsto the tail appropriate
for your test. It is recommended that a two-tailed test be used if you want the results to be
comparable to the chi-square test. The exact p-values for a given sample are not continuous
since only certain probabilities can result. In calculating for one-tailed probability, the two by
two table is rearranged as follows:

alb
c|d

and sothat ad <bcand a< d.
The one-tailed probability is the sum of observed values less than or equal to a:
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p-vaue(1-tail) = Y.
x=o N!l(a-x)!(b+x)!(c+x)!(d - x)!

n.!ny!'nglno,!

where:
yl= |_|iy_1i =1x2x..xy (factorial) and O =1

The other tail probability is obtained by adding probabilities of observing a cell value that is
greater than a such that the individual probability does not exceed the probability of observing
a. Thistail probability isthen added to the one-tailed probability to obtain the two-tailed p-
value.
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5. £ and Nonparametric Tests

USING t AND NON-PARAMETRIC TESTS

OUTPUT OPTIONS

Introduction

Y ou can perform tests on location parameters for a single sample or for two samples. In the two
sample analysis case, samples may either be independent of, or dependent (paired data) on each
other. Two independent samples may arise either from an experiment where there is random
assignment to two treatment groups, or from a survey where two groups are being compared.
Paired or dependent samples are often two measurements on the same subject done at two time
periods, or under different conditions. Dependent samples might also be two distinct subjects
who are paired because they are similar on some other characteristics.

The t-tests output is displayed, the Non-parametric tests output is displayed next followed by
results from arobust test (if requested).

Notation

The following definitions will be used in this chapter:

M isthe population mean of variable X, i=1, 2. If there is only one population of interest,
the subscript will be omitted (e.g., 4).

n; is the sample size from theith population (group or stratum).

N isthetotal sample size.

% isthe sample mean of theith group.

s? and s are the sample variance and sample standard deviation of the ith group and:
ti-as2ar) 1Sthe (1-g/2)100 Percentile of a Student’st random variable with df degrees of

freedom and O<a <1. That is, the density areato theright of t(,_q /5 4) iS@/2.

Using - and Non-parameteric Tests

Select t and Nonparametric Tests from the datasheet Analyze menu to display the Specify t-
test Analysis Window. Thiswindow displaysa"list of variablesin use" in your datasheet and
the following types of t-tests:

Two-group t-tests ~ Two-group tests require one Outcome variable and one Grouping
variable that divide the sample into two groups.

Paired t-tests Paired t-tests require two related Outcome variables such as weight
before dieting, and weight after dieting.
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One-Group t-tests

Drag and drop variable(s) from the Variables scrolled listbox into the requisite datafield for the

One-group tests require only one outcome variable.

Specify t-test Analysis
Two-group. pared and one-group companisons of means
i~ Tworgroup i Paired i One-group
Outcome war. Variable 1 Wariable
Grouping var. Variable 2

MeasB_0
MeasB_1 ﬂ
B Bt Mull hypothesis MNull hypothesis : Mull hypothesis :
Type mean diff. = mean diff. = mean =
# Missing J0.00 J0.00 Jo.oo
[if | { Cancel I [Eiear | Help |

type of t-test required (Two-group, Paired, or One-group). After the variable(s) have been
placed in the datafield(s), the remaining t-tests selections are grayed out.

Two types of variables can be selected: Outcome (or Dependent) variables, and Grouping

variables.

After pressing the OK button, the Output window showing the default resultsis displayed:

@ Two-group t and Non-param Tests : MI_TRIAL - MeasA_0 and AGE
File Edit “iew Option: Format Plot: Berun Window Help

IAriaI vl I‘ID vl

alz[u][= =

[
DESCRIPTIVE STATISTICS
N Mean StdDev StdErr

Meagh O a0 255.4800 55.6263 78667

==24 000 <=55.07 24 264.5000 52,4014 10,6964

»56.07 «<=78.000 26 247 1538 58.2097 11.4158

Diff. of Means 17.3461 A, 15.6440

Test Statistics :

[ [ tvalue | df [ pwvalue |

[Paooled Variance t-test: | 11040 480000 02750
=

[ MUM | | Col 0 | Llne: 64 | Page: 1
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Ungrouped Variables as Grouping Variables

If avariable is selected as a grouping variable, and it is ungrouped, you are warned that the
variable does not have any grouping information, and you will be given an option to group
values. If agrouping variable has more than two groups, the system asks you if you want to
switch to ANOVA or re-group the categories.

When you choose to re-group, the Set Cutpoints /Set Categories window is displayed, and you
can create two groups using one of four methods.

After choosing a method, and obtaining two groups, click on OK, the system displays the
Specify t-test window, and the grouping variable is displayed in the appropriate field.

Hypotheses in t-tests

All hypothesis tests are two-sided tests, so the output includes two-tailed p-values. Refer to
Two-group t-test, Paired t-test, or One-group t-test in the following sections.

Two-group ttest

The Two-group t-test tests for a specified difference between the means from two independent
populations, using two independent samples that include an appropriate outcome variable. The
null and alternative hypotheses are:

Ho:th—-Ho=C versus Hi:ipy-ps#c
where ¢ is some value.

Usually, the mean difference tested is zero (i.e., c = 0). Sample sizes need not be equal. The
two samples may be from an experiment in which cases are randomly assigned to one or two
treatments, or they may arise from a survey in which some characteritic, such as gender,
divides casesinto two groups.

The Two-group t-test accepts an outcome variable and a grouping variable. Y ou can use the
Clear button to remove variables from the fields. The response, or outcome variableis the
variable being used in the test, and the grouping variable is the variabl e that identifies the group
membership of each case. The grouping variable is abinary variable of either the nominal, or
ordinal type. If you try to use a continuous variable, or a variable with more than two groups,
you will be warned to set cutpoints.

The usual null hypothesis being tested is that of equal population means (the differencein the
population meansis zero). If the sample means are far apart relative to the standard error of the
mean difference, then you reject the null hypothesis and conclude that there is sufficient
evidence that the population means are not equal. A small p-value gives less chance of an error
in rejecting the null hypothesis. Sometimes the null hypothesis being tested is that the
difference between the population means is a nonzero value. For example, the differencein
population mean weight between cases following a certain diet, and those not on a diet, could be
hypothesized to be 5 kilograms.

If an outcome variable is normally distributed, with equal variancesin both populations, then
the assumptions for making this test are met. If variances are not equal, the system provides at-
test using unequal variances. Thet-test is quite robust to lack of normality unless the
distribution is quite far from normal.

Sometimes you can largely overcome lack of normality, or unequal variances by the use of
transformations, or by the use of robust statistics such as trimmed means and Winsorized
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variances. Non-parametric tests can be used when you cannot assume a hormal distribution for
the variable of interest, but it still has a continuous distribution.

Paired ttest

The Paired section of the t-test window allows you to specify the outcome variables used in a
paired or dependent samplet-test. Such samples are often the result of measuring the same
variable at two different time periods, with or without a treatment intervention.

Alternatively a case in sample 1 may be paired or matched with acase in sample 2. This may be
anatural pairing, aswith twins, or an artificial pairing when an investigator matches two cases
with similar characteristics thought to be related to the outcome variable. By the nature of the
design, sample sizes of the two groups will be equal. Two outcome variables are needed, but no
grouping variable is required.

The usual null hypothesisis that the difference in the population meansis zero, but you can use
anonzero value:

H,:u,=c versus H,:u, #c
where L4 is the population mean difference, and ¢ is some value.

The differences between each pair are computed, as well as the mean and standard deviation of
these differences. A paired t-test statistic is then computed by dividing the mean difference by
the standard error of the mean difference (when the null hypothesisis zero mean difference). If
differencesin the sample means are large relative to the standard error of the mean difference,
then the null hypothesisis rejected, and the conclusion is that the population means are not
equal. The assumption made in using thist-test is that the differences are normally distributed.
Thetest is quite robust, but if the assumption cannot be at least approximately met, then you can
consider transformations on the differences, or the use of robust statistics such as the trimmed
mean. The system also includes non-parametric options that assume a continuous distribution,
but not normality.

One-group ttest

Y ou can use a one-group test when you want to test that a population mean is a specified
quantity. That quantity may be one that occurred in the past, or one that is expected by theory
and given by:

Hyo:u=c versus H,:u#c
where c is some value.

The hypothesized value of the mean is usually not zero, but instead depends on the variable that
ischosen. The paired t-test is a special case of a one-group t-test.

A single sample is assumed where the outcome variable being measured is assumed to follow a
normal distribution. If the data are not normally distributed, then you should try transformations
to get the distribution as close to normal as possible, or use a non-parametric test.

Thet-test gtatistic is computed by dividing the difference between the sample mean and the
hypothesized population mean, by the standard error of the sample mean. A larget-value or a
small p-value signify that it is unlikely that the null hypothesisistrue.
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Output Options
From the t-test Output window Options menu select Output to display the Output Options
window. The Output Options comprise three groups:
- t-test and intervals: t- test, Levene' stest for equal variances, Separate variance test.
— Nonparametric tests: Spearman rank corr., Sign test, Signed rank, Rank sum.
— General Statistics: Descriptive Statistics, Confidence interval, Trimmed mean.

The Levene stest and Separ ate variance t-tests apply only to the Two Independent Group
test. The Descriptive statistics, Trimmed mean options are available for al t-tests. The Rank

sum test isavailable for the Two Independent Groups analysis.

The Spear man rank correlation, the Sign test, and the Signed rank test are available for the
Paired tests. The Sign test and the Signed rank test are also available for the Single-Group

tests.
T Statistics - Owiput Options
 ktest and intervals ——————————— General Statistics
¥ ttest ™ Descriptive statistics
[T Levene's test for equal varances W Confidence interval
[T Separate varance tHest = ISS.DD
™ Trimmed mear
— Monparametric tests = |5.DD

[T Spearman rank cor,
™ Sign test
™ Signed rank

¥ Rank zum Ok I Cancel Help

Two-group Output Options

Dragging and dropping variables into the Outcome and Grouping variable datafields in the
Two-Group area of the Specify t-test window, and then pressing the OK ' button, displays the
Output window.

NOTE: You canview additional output by selecting Output from the Optionsmenuin an
Output window, selecting an option, and pressing the OK' button.

Descriptive statistics

Default output includes the names of the two groups, sample size, mean, standard deviation, and
standard error of the mean for each of the two groups. Standard error of the mean is the standard
deviation divided by the square root of sample size of each group. When you request Trimmed
mean, trimmed means and Winsorized standard deviations are aso shown.

Confidence limits
Y ou can request confidence limitsin the range: greater than 50% and less than 100% for each of the
two means. The default is 95%.

A 95% confidence limit has a 95% chance of covering the true population mean. In interpreting
thisinterval, you are assuming that the data are normally distributed.
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t-test for Two Independent Groups

Output includes results from the t-test when variance estimates are pooled. A single pooled variance
isaweighted average of the sample variances of the two samples. Weights used are sample sizes
minus 1, or the degrees of freedom for each sample, respectively:

P = (n1 _1)312 + (nz _1)S§
: n+n,-2

The two - sample test statistic is:

(= (u-X)-c
sp,/(ll n)+(@/ny)

and is distributed as a Student’ s t-distribution with degrees of freedom equal to the sum of the
sample sizes for the two groups minus 2(df=n;+n,—2).

The numerical value of the test statistic, its degrees of freedom, and associated p-value appear in the
output. A small p-value signifies that the difference in population meansis significantly different
from the hypothesized value, c. If population variances are unequal, the stated p-value may be either
too large or too small; a separate variance t-test is recommended.

Levene's test for equal variance

The results of the Levene' stest for equal variance are displayed under Test Statistics. Levene'stest
computes the absol ute deviation of each observation from its group mean, and then performs a two-
sample t-test on the absolute deviations.

Output is based on an F-value from ANOV A (which is equivalent to the square of the t-value
obtained fromt-test). A large F-value, or asmall p-value, is an indication of unequal variances.
Levene' stest has been shown to be quite robust for lack of normality, but it may not perform well for
small sample sizes.

If the null hypothesis of equal variancesis rejected, then you might consider using the Separate
variance t-test that is given asan option. Click on thet- and Non-parametric Tests output
window Options menu, and choose the Separate variance t-test. Alternatively, this may be an
indication of lack of normality or outliers, so you can consider transformations, removal of
outliers, and the Trimmed mean or Non-parametric tests options.

Separate variance t-test

The Separate variance t-test does not assume equal population variances when testing the same null
hypothesis as pooled t-test. Thus, it does not use a pooled estimate of the population variance. The
estimate of the variance of the mean difference is the sum of the variances of each sample mean.
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The separate variance two-sample t-test statistic is:
(X = X) —¢C
V(S )+ (S no)

and is approximately distributed as a Student’ s t distribution with degrees of freedom approximated
by:

t=

df =[{k?/(n, —D} +{@-K)?/(ny -} "
where:

_ £l
(/) +($/ n2)

The approximate degrees of freedom may not be an integer (see Welch (1947). A large absolute
value of t, or asmall p-value, indicates that the null hypothesis of equal means (the default) should
be rejected.

The standard t-test assumes equal variances in the two groups and should be used if the
variances are equal. The separate variance t-test should be considered if the Levene' stest for
equal variances rejects the null hypothesis of equal variances. Other alternatives are:
transformations, data screening to remove possible outliers, robust statistics, or non-parametric
tests.

Rank sum

The Rank sum or Mann-Whitney U test is available for two independent groups. Thistest yields
results equivalent to the Wilcoxon rank sum test, and is called the Mann-Whitney - Wilcoxon test in
some texts. Only independent and continuous distributions need to be assumed in making this test.
Distributions of two populations are identical in form and differ only in location, rank sum has been
shown to be useful in identifying differencesin medians or means.

Thistest requires only about 5% more observations to have the same power as thet-test if the
data are normally distributed. Note also that if you want to test that the differencein locationis
some nonzero value, you must add that hypothesized value to each of the observationsin the
first group before performing this non-parametric test.

The null hypothesis being tested is that the two samples come from identical populations. When the
Observations from the two groups are combined and ranked from 1 to N with average ranks assigned
to tied observations. The Mann-Whitney U statistic is reported:

rank sum of first group R, minus n; (n;-1)/2 along with its significance level based on normal
approximation. Thetest statistic is defined as:

R, -n,(N+1)/2
Jnn, (N +/121-[nyn, > (€2 ~t,) KI2N(N -D}]

where t, is the number of tied observations.
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Trimmed mean

A similar pooled variance t-test is reported when the Trimmed mean is requested. Y ou should use a
trimmed mean when you expect that outliers, or observations from a population other than the one of
interest may be in the sample, and you wish to minimize the effect of these extraneous cases.

Each sample istrimmed by ordering cases from smallest to largest and then symmetrically omitting a
percentage of the cases that are the extreme ones on both sides of the distribution. The default level
of trimming is 5%, but you can specify your own level of trimming in the range of 0-25%.

Sample group standard deviations are computed using the Winsorizing method. This replacesthe
extreme values that are discarded in trimming by appropriate values that are from the sample but are
less extreme. See Winsorized Standard Deviation under Descriptives (and Dixon And Massey,
1983). Thetest statistic, degrees of freedom, and p-value are given. A larget or asmall p-value
indicates that the null hypothesis should be rejected. The properties of thistest statistic were
investigated by Y uen and Dixon in 1973.

Paired Group Output Options

Dragging and dropping variables into the Variablel and Variable 2 datafields in the Paired area
of the Specify t-test window, and then pressing the OK button, displays the Paired t and Non-
parametric test output window showing the output for at-test comparing two paired or
dependent samples.

NOTE: You can view additional output by selecting Output from the Options menuin an
Output window, selecting an option, and pressing the OK' button.

Descriptive Statistics

Output includes names of the groups, sample size, means, standard deviation, and standard
errors of the means for each of the two groups and their difference. Standard error of the mean
is standard deviation divided by the square root of sample size of each group. When you
reguest trimmed means, you also get Winsorized standard deviations.

Confidence Limits

Y ou can request greater than 0% and less than 100% confidence limits for each of the means.
The default is 95%. A 95% confidence limit has a 95% chance of covering the true population
mean. In interpreting thisinterval, you are assuming that the data from each population are
normally distributed.

t-test for Paired Groups

The usual null hypothesisis that the difference in the population means is zero but you can
supply other values. The system computes the difference between each pair of cases aswell as
the mean and standard deviation of these differences. A paired t-test is computed by dividing
the mean difference by the standard deviation of the mean difference (when the null hypothesis
is zero mean difference), and is given by:

d-c

SN

t=
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where d isthe mean, and S2 isthe variance of the difference in the paired Xs, and n;=n,=N.
Thetest statistic is distributed as a Student’ st with (N-1) degrees of freedom. If the differences
in the sample means are large relative to the standard deviation of the means differences, then
the default null hypothesis (c=0) isrejected. The conclusion isthat the population means are
not equal. Equivalently, the smaller the p-value, the smaller the likelihood that you make an
error in rejecting the null hypothesis.

The assumption made in using thist-test is that the differences are normally distributed. The
test is quite robust. However if the assumption cannot be at |east approximately met, then you
can consider transformations on the differences, or the use of robust statistics such as trimmed
mean. The system also includes non-parametric options that assume a continuous distribution
but not normality.

Trimmed t-test

A t-test is reported where trimmed means are used. Y ou use a trimmed mean when you expect
that outliers, or observations from a population other than the one of interest may be in the
sample, and you want to minimize the effect of those extraneous cases. The sampleis trimmed
by ordering the cases from smallest to largest, and then symmetrically omitting a percentage of
the cases that are the extreme ones on both sides of the distribution. The default level of
trimming is 5%, but you can specify your own level of trimming.

The sample standard deviation is computed using the Winsorizing method. This replacesthe
extreme values that are discarded in trimming by appropriate values that are from the sample,
but are less extreme (see Dixon and Massey, 1983).

For a matched pairs trimmed t-test, trimming and Winsorizing are performed on the paired
differences rather than on the two variables.

Thet statistic, degrees of freedom, and p-value (two-tailed test) are given. A larget or a small
p-value indicates that the null hypothesis should be rejected.
Spearman rank correlation

Spearman rank correlation is essentially the product moment correlation between ranked data.
Hence, it is the rank correlation of the cases in the first outcome variable versus those in the
second outcome variable. In most textbooks, this formulais:

[ = 1-6D
°* N°-N
where D is the sum of squared differencesin the ranks of the paired observations. The
denominator applies only to the 6D and not the 1.
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When ties occur, it is modified to:
ro= A& + AZ -D

> 2 Aan

where:

N*-N-T .
:—',|: 2
A 12 .

T = Z(tij3 _tij)

and t; is the number of observationstied with a single value for variablei. When N is at least
10, the Spearman rank correlation coefficient may be tested by at-test based on N-2 degrees of
freedom. Thetest statistic used is:

t=rgy(N-2)/(@-r2)

Sign Test (Matched)

The sign test does not use ranks. Instead the differences between the first and second paired
variables are computed and are replaced by + and - signs (+ being used when the first is larger
than the second). A binomial test is made and the null hypothesis being tested is that the
probability of a+ signis 1/2.

Let N, and N_ be the number of positive and negative differences, N, be the minimum of N,
and N_, and Ny = N, + N_ be the total number of nonzero differences. When N is at most 100,
the two-tailed p-value is exactly calculated as:

pval = (1/2)Mr ‘”%L
7= J'(Ny = J)!
where:
y
yi=[]i =1x2x...xy (factoria) and 0'=1.

1=1

For large samples, normal approximation is used to calculate the p-value.
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Signed Rank (Matched)

The Wilcoxon signed rank test is computed by subtracting the values of the second variable
from those of the first. The absolute value of this differenceis obtained, along with its
associated sign.

The sum of the ranks associated with the positive differences (R,) are computed. The sameis
done for the negative ranks (R.). Thelesser of these two quantities (R.,,) is used to compute a
statistic from which ap-value is derived based on a normal approximation:

7= [Rrin = Np (Ny +1)/4]
ING (N} +D)(2N; +1)/24

where N; isthe total number of nonzero differences. Exact probabilities are calculated when
there are at most eight nonzero differences, or where the smaller of the ranksis at most 2.5.

The null hypothesis tested is that the median of the population is a specified value. In making
this test, we are assuming that the population is continuous and symmetric.

Single Group Output Options

Dragging and dropping a variable into the Variable datafield in the One-group area of the
Specify t-test window, and then pressing the OK button, displays the One-group t and Non-
parametric test output window showing the output for a one-group comparison t-test.

NOTE: You can view additional output by selecting Output from the Options menuin an
Output window, selecting an option, and pressing the OK' button.

Descriptive Statistics

The output display includes variable names, sample size, mean, standard deviation, and standard
error of the mean. The standard error of the mean is standard deviation divided by the square
root of sample size. When you request trimmed means, you get trimmed mean and Winsorized
standard deviations.

Confidence Limits

Y ou can request greater than 50% and |ess than 100% confidence limits for each of the means.
The default is 95%. A 95% confidence limit has a 95% chance of covering the true population

mean. Ininterpreting thisinterval, you are assuming that the data from each population are
normally distributed.

t-test for One Group

Results from the t-test include the t statistic, the degrees of freedom and the p-value. One group
tests are used when you want to test whether the popul ation mean is a specified quantity. This
quantity may be one that occurred in the past or one that is expected by theory. The
hypothesized value of the mean is usually not zero, but instead depends on the variable chosen.
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single sampleis assumed. The outcome variable being measured is assumed to follow a normal
distribution. If the data are not normally distributed, then you should try transformations to get
the distribution as close to normal as possible, or use a non-parametric test.

Thet-test is computed by dividing the difference between the sample mean and the
hypothesized population mean by the standard deviation of the sample mean:

(= X-¢C
V&/ N l

Thetest statistic is distributed as a Student’st with N - 1 degrees of freedom. A larget value or a
small p-value signifiesthat it is unlikely that the null hypothesisistrue.

Trimmed Mean Test

A t-test is displayed where atrimmed mean isused. A trimmed mean is used when you expect that
outliers, or observations from a population other than the one of interest may be in the sample, and
you wish to minimize the effect of these extraneous cases. The sampleistrimmed by ordering the
cases from smallest to largest, and then symmetrically omitting a percentage of the cases that are the
extreme ones on both sides of the distribution. The default level of trimming is 5%, and you can also
supply your own trimming level.

The sample standard deviation is computed using the Winsorized method. Winsorizing replaces the
extreme values that are discarded in trimming by appropriate values that are from the sample but are
less extreme (see Dixon and Massey, 1983).

Thet statistic, degrees of freedom, and p-value (two tailed test) are given. A larget or asmall p-
value indicates that the null hypothesis should be rejected.

Sign Test for One Group
The sign test is based on the sign of the difference between the chosen variable and the hypothesized
median. The level of significance reported is for atwo-sided test in which the null hypothesis is that
of equal numbers of + and - signs above and below the median. Y ou assume that the cases are
independent and continuous.
Let N, and N_ be the number of positive and negative differences, N,;, bethe minimumof N,
and N_ ,and N; = N, + N_ be the total number of nonzero differences. When N, isat most
100, the two-tailed p-valueis exactly calculated as:
- ; N.!
value= (1/2)Nr D N Nt
=W D T

where:

yl = rliy:li =1x2x..xy (factorial) and 0! =1

For large samples, normal approximation is used to calculate the p-value.
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Signed Rank Test

The Wilcoxon signed rank test is computed by subtracting the values of the second variable
from those of the first. The absolute value of this difference is obtained, along with its
associated sign. The sum of the ranks associated with the positive differences (R,) are
computed. The same is done for the negative ranks (R.). The lesser of these two quantities (Ri»)
is used to compute a statistic from which ap-value is derived based on a normal approximation:

7= [Rmin B NT(NT +1)/4]
N7 (N7 +1)(2N +1)/ 24
Where Nt isthe total number of nonzero differences. Exact probabilities are calculated when
there are at most eight nonzero differences, or where the smaller of the ranksisat most 2.5. The

null hypothesistested is that the median of the population is a specified value. In making this
test we are assuming that the population is continuous and symmetric.

Plots for ttest

The system provides four types of plots for the visual check of assumption used in t-test.
Scatterplot
A Scatterplot of the first variable against the second variable is available for paired t-test. You

can use this to assess any association between two variables. For more information on this plot,
see the discussion under Plots later in this manual.

Boxplot

A Boxplot isavailable for all types of t-test. For the two-group t-test, a Boxplot is drawn for
each group. For apaired t-test, three Boxplots are drawn, one for each variable, and one for the
differences. For the one-group t-test, the system displays a Boxplot corresponding to the
outcome variable. For more information on this plot, see the discussion under Plots later in this
manual.

Histogram

A Histogram is available for al types of t-test and the histogram display is similar to the
Boxplots described above. For more information on this plot, see the discussion under Plots
later in this manual.

Means Comparison Chart

A Means Comparison Chart is available for the two-group t-test. For more information on this
plot, see the discussion under Plots later in this manual .
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6. Analysis of Variance (ANOVA)

USING ONE-WAY ANOVA
USING TWO-WAY ANOVA
OUTPUT OPTIONS

PLOTS FOR ONE-WAY AND TWO-WAY ANOVA

General

Analysis of Variance (ANOVA) is a statistical method for analyzing differences between means
of sets of samples. The sets are differentiated by a factor whose influence on the means of the
groups isto be investigated.

The Specify ANOVA window allows you to scroll through alist of the variables being used
from your datasheet, and choose a One-way, or a Two-way ANOVA.

One-way ANOVA is used when you have one factor grouped into two or more samples, and you
want to test whether or not the population means are equal. The independent samples may be
outcomes of different experimental treatments, or derived from a survey and, based on some
factor such asreligion, grouped.

Two-way ANOVA is used when you have two factors (each grouped), and you want to
simultaneously test their effects on the means. To study the means, it is hecessary to analyze
their variances, so the tests have been called analysis of variance or ANOVA. Users unfamiliar
with ANOVA should read a statistical text that discussed this topic, such as Dixon and Massey
(1983) or Dunn and Clark (1987).

One-way ANOVA Model

A one-way ANOVA model may be written as:
Yij = 4 *&,1 =1..pandj=1,..,n,

where:
y; isthejth observation of outcome variable Y belonging to the ith popul ation;
M isthe ith population mean of Y;

;s are error terms which are independently and identically distributed as normal mean
zero and constant variance gZ(i.e., &;~N(0,02);
n; is the number of samples from theith population, N = zipzl n. ; and:

p isthe number of populations being compared.
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The population means are parameterized as (=4+q;
Where:

L isthe overall mean; and a; isthe ith main effect, zip:lqi =0.

A consequence of the one-way model aboveisthat y, ~ N(pi ,og)

The different populations may have differing means, but all have the same variance, o2 .
Estimates of population means are given by sample group means, as in:

A - _ ni y

/’Ii - yi. - Zj=1 y N )
An estimate of the variance, o2, is derived from aweighted average of within-group variances.
This estimate is called the pooled estimate of variance.

Hypothesis
In one-way ANOVA, the null hypothesis being tested is of equal population means:
Ho: th=...=14 vs Hy: at least two means are different

If the various sample group means are far apart, then the null hypothesis will likely be rejected.
Thetest used isan F test. Thelarger the F-value in the F-value column of the ANOVA Table,
or the smaller the p-value, the less chance you have of making an error in rejecting the null
hypothesis.

Rej ecting the null hypothesis of equal means does not tell you which means are different from
each other. Further testing using contrasts on the means may be necessary.

Two-way ANOVA Model
A two-way ANOV A model may be defined as:

where:
Vi is the kth observation from a sub-population defined by the ith level of the first
factor and the jth level of the second factor:
L4 is apopulation mean;
&S are error terms which are independently and identically distributed as normal mean
zero and constant variance o7 (i.e, & ~ N(0,0?2));
n; is the sample size of the sub-sample of outcomes drawn from the sub-population
defined by thei™ level of the first factor, and the ™ level of the second factor:
o. =\ i . .
Yij. = Zkglyijk [nj .+ and:
p isthe number of levels of the first factor, and q is the number of levels of the second
factor.
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The mean y;is further decomposed into two main effects due to the two factors and an
interaction effect between the two factors:

My = H+a + By,
where:

Misan overall mean

a; istheith main effect of the first factor, Z”:lai =0;
. . . q .
G isthejth main effect of the second factor, 21:181 =0;

¥ isan interaction effect Zizlyii =0; and Z;:o ¥, =0;
A consequence of the full two-way model (i.e., model with interaction terms) is that:
Yik ~ N(/Jij ,O%).

The different populations may have differing means, but all must have the same variance, g
The full two-way ANOV A model may be expressed as a one-way ANOV A in which the levels
of the only factor are derived from the combination of the levels of the two factors in two-way
ANOVA. Estimates of population means are given by sample group means, asin

ﬁij. = yij :zrlli yijk /nij .

An estimate of the variance, g;2, is derived by a weighted average of within-group variances.
Thisestimate is called the pooled estimate of variance.

Most texts on ANOVA displays data for two-way ANOVA in atwo-way table where rows
correspond to levels of the first factor (e.g., male and female) and columns represent levels of
the second factor (e.g., married, never married, divorced or separated, and widowed). The
interior of thistwo by four table consists of eight cells with observations placed in the
appropriate cell. Means are calculated for each cell (defined by the row by column
combination). Marginal (row or column) and overall means may also be computed.

With the system, you can specify that you want to omit an interaction term. In an additive
model, the mean isrepresented as:

My =pta; + B i
If you have only a single observation in each combination of the two factors, an additive model
isthe only model which allows you to perform hypothesis tests. Otherwise, you will have a
saturated model and your model will fit your data perfectly.
Hypotheses

The overall null hypothesis being tested is the hypothesis of equal population means defined by
two factors:

Ho:py =p foradliandj versus  H,:atleast twomeansaredifferent.
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Thisoverall hypothesis can be broken down into three hypothesis tests on main effects and
interaction effects:

Ho: a=0for al i versus H;: a#0 for somei;

Ho: f=0for al j versus H;: 520 for somej; and

Ho: ;=0 for al i and j versus H;: y;#0 for somei and j.
Thefirst two are significance tests on main effects of the two factors. Thethird isatest of
significance on the interaction effect. The third does not apply when thereis only one
observation per cell, or when an additive model isrequested. Zero interaction will exist if, for
example, the effects of gender and marital status are strictly additive.

If graduating from high school adds $5000 to the average yearly income of both females and
males, then gender and high school graduation status are additive. If, on the average, males get
$10,000 more and females $3000 more for graduating from high school, then the effects of
gender and graduation status are not additive on average yearly income.

ANOVA uses an F-test. The larger the F-value in the F-value column of the ANOV A Table, or
the smaller the p-value, the less chance of an error in rejecting the null hypothesis.

Using One-way ANOVA
One-way ANOVA is used to test the effects of one factor grouped into two or more samples.

1. Select the ANOVA option from the datasheet Analyze menu to display the Specify
ANOVA window.

2. Drag and drop the desired variable from the Variables listbox into the Outcome var.
datafield.

3. Drag and drop a grouping variable into the Grouping var. datafield.

NOTE: For example, the factor could be gender (male or female), or could be marital status
(married, never married, divorced or separated, and widowed).

4. |f the selected grouping variable is a continuous variable, you will be asked to group
those variables.

5. Click the OK button to display the Output window.

Specify ANOVA

One-way ANOWVA = I E A S ——ry

Rain

Education
Marwhite
Mox IMorlaIity I
So2

Outcarne var. [EEaTE AT

Grouping var. [EratpEing wan |
IF'op_den I

(ST e 2

— Drag Variable
Tupe: = | Fit dditive mode!

H# Mizsing: [z iterastior]

Cancel Clear Help
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Specify Contrasts

To specify contrasts, click on the Options menu of the ANOVA Output window, and select
Contraststo display the Specify Contrasts window:

Specify Contrasts E
Specify Contrasts for MeasA_1 grouped by AGE :
Ci

[~ Compare all groups to the selected reference gioup : [ _24 pop<-36.9 j

[ Linear krend

= Additional Grih 1[Pol als up b order
DK I Cancel I Options... I Help

Four different types of contrasts can be selected:

Pairwise
This selection provides a pairwise comparison of each mean with every other mean..

Compare all groups to the selected reference group

This selection compares all sample means to a reference group sample mean. Descriptive
statistics along with the pooled variance and separate variance t-tests are displayed

Linear trend and Orthogonal polynomials

If the grouping variable is continuous/ordinal, then testing for linear trend and/or orthogonal
polynomials may be useful in deciding on the relationship between the grouping variable and
the outcome or dependent variable. The methods of linear trend and orthogonal polynomials
implicitly assume that the levels of the grouping variable are equally spaced. The maximum
order of polynomials contrast is the number of levels minus 1. The polynomialswill be
orthogonal to each other, provided that the sample sizesin each group are al equa (i.e., you
have a balanced design).

A large F-value for alinear contrast indicates that the linear trend is significant. Similar
conclusions apply to orthogonal polynomial contrasts. The lowest value that you can enter is 2.
The highest value is 1 |ess than the number of groups. The polynomials will be orthogonal to
each other, provided that the sample sizes in each group are all equal (i.e., you have a balanced
design). A large F-value for alinear contrast indicates that the linear trend is significant. Similar
conclusions apply to orthogonal polynomial contrasts.

NOTE: You caninclude the Kruskal-Wallis nonparametric test in your ANOVA output (see
Output Options later in this chapter). The test uses the ranks of the data, assuming
continuous data. The null hypothesis being tested is that the k samples are drawn from
k identical populations.

If you have unequal variances, we recommend considering transforming the data. Thisis
particularly recommended when the sample sizes are quite different.
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NOTE: Thelast two contrast selections (linear trend and orthogonal polynomials) require the
grouping variable to be continuous/ordinal and equally spaced, since the grouping
variable is being used asiif it were an X variable in regression.

The first two contrast selections can be used for pairwise comparisons of the means; comparing
one mean against another.

Contrast Options

Bonferroni adjustments and Confidence intervals may be specified using the Options button in
the Specify Contrasts window

Contrast Options

Type 1 Error Control

& Unconected: ™ Conlidence intervals

" Bonferroni %=

(1].9 | Cancel | Help |

Variances - ANOVA One-way

If outcome variable Y is normally distributed with equal variancesin the populations, then the
assumptions for making the tests are met. If variances are not equal, then the system provides
two F tests that allow for unegual variances (we recommend the Welch test). The Separate
Variance output may be used for pairwise comparisons of means in such cases. However, for
linear and orthogonal polynomial contrasts, equal variances are assumed.

Lack of equal variances in the groups, particularly if the magnitude of variance is associated
with the size of the mean in the respective group, is often asign of non-normality. Unequal
variances may also occur if there are outliers. |f your concern is outliers, you should screen
your data for outliers, and remove them, or use the trimmed ANOVA. If your dataare
decidedly not normally distributed, you should consider transformations or use the Kruskal-
Wallis nonparametric test.

Using Two-way ANOVA
Two-way ANOVA is used to test the effects of two factors in combination.

1. Select the ANOVA option from the datasheet Analyze menu to display the Specify
ANOVA window.

2. Drag and drop the desired variable from the Variables listbox into the Outcome var.
datafield.

3. Drag and drop a grouping variable into the Grouping var. datafield.

NOTE: For example, one factor could be gender (male or female) and another could be marital
status (married, never married, divorced or separated, and widowed).

4. |f the selected grouping variable is a continuous variable, you will be asked to group
those variables.
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5. Click onthe OK button to display the Output window.

Specify ANDVA

0 Fre sl [ — Two-wayp AMOWA——

Rain
Morwihite
Mox
502 [ [Montaiiy

[iteame var, Ovutcome var.

(ST ORI A Grouping war. 1
I IF‘op_dan

Grouping var. 2

IEducation
—Dirag Variable

Type: ™ Fit Additive model
[no interaction)

# Missing:

Cancel | Clear Help

Variances - ANOVA Two-way

If an outcome variable Y is normally distributed with equal variancesin the populations, then
the assumptions for making the tests are met. If variances are not equal, the system provides
two F tests that allow for unequal variances (we recommend the Welch test). Lack of equal
variances in the groups, particularly if the magnitude of variance is associated with the size of
the mean in the respective group, is often a sign of non-normality. Unequal variances may also
occur if there are outliers.

If your concernis outliers, you should screen your data for outliers and remove them, or use the
trimmed ANOVA. If your data are decidedly not normally distributed, you should either
consider transformations or use the Kruskal-Wallis nonparametirc test.

Sometimes a large computed F (small p-value) will be obtained for the interaction term when
the investigator thinks that the model should be additive. When this happens, it may be
worthwhile to check for outliers, try to figure out if some other extraneous factor is present, or
check for normality of the data. Transformations can sometimes be found to decrease the
interaction effect. 1n general, it is simpler to interpret the results of two-way ANOVA if the
interaction effect is not significant. It has been noticed that, in practice, significant interaction
effects often occur when the row means and the column means are highly significantly different.

Output Options

The ANOVA output is displayed after pressing the OK button in a Specify ANOV A window.

Descriptive statistics and the ANOV A table appear first. For one-way ANOVA, thereis only
one outcome variable and one grouping variable or factor. You can request output similar to

that for the two independent sample t-test. Here two or more samples or groups can be used.

For two-way ANOV A, there are two required grouping variables, one for each factor.

NOTE: The system only allows complete cells (i.e., at least one observation falls into each of
the cells defined by the factor levels).

Y ou can aso modify the output options by choosing the View menu from the SOLAS 3.0 Main
window and selecting System Preferences.
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One-way ANOVA Output
The Output window for a one-way ANOV A, comparing two or more independent groups,
initially displays the default output results. Additional output is available by choosing the
Options menu and then selecting Output to display the Output window.
Default Output options for the one-way ANOV A include Analysis of Variance and descriptive
statistics. Other options that are available are:

- Confidence limits, Levene'stest for equal variance, and trimmed ANOVA.

(ANOVA)

- Nonparametric test (Kruskal-Wallis), Brown-Forsythe and Welch tests of Equality of

Means.

—&MOYA Option:

v

v

™ Confidence Interval
%=Ja500

[T Lewvene's test for equal variance

™ Trimmed AHOVA

°/°=|5.DD

escrnplive stalsics

ANOVYA - Dutput Options

— Monparametric tests

™ Kruskalwalis

o]

Cancel |

™ welch

— Equality of Means tests——
[unequal variances)

™ Brown-Forzpthe

¥ Do not wam when ediing

Help |

Contrasts on population means may also be performed using the sample group means. If you
reject the null hypotheses of equal population means, it may not be clear which means differ. To
help determine which groups are different, click on the Options menu of the ANOVA output
window, and select Contrasts (see Specify Contrasts earlier in this chapter).

Formulae
ANOVA table

The ANOVA table below provides standard results for the test of the null hypothesis of equal
means, omitting only the p-value column:

Source Sum of Squares df Mean Square F-value
Grouping P 5 p-1 M Streat
i = (Y. -V _ SSreat F=——
Variable SSye ; n(Y. =¥.) MSreat = (p1) MSerror
Error P N
SSerrur = (y| _yi.)z = SSerror
Zl,z; J MSerror (N - p)

Error Mean Square (or residual mean square) is a pooled estimate of the within-group variances;
thisis an estimate of the variance of the error terms, g;%. The so-called treatment or group Mean
Square is displayed above the Error Mean Square. For example, if the grouping variableis
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Education, this will be called the Education Mean Square. It is aweighted sum of the squared
deviations of each sample mean from the overall mean, divided by the number of samples minus
1. The weights are the respective sizes in each group.

The F-test is computed by dividing the treatment mean square by the error mean square. A
large F-value or asmall p-value indicates that there is a small chance of making an error in
regjecting the null hypothesis.

Descriptive Statistics

Default output includes names of the groups, sample size, mean, standard deviation, standard
error of the mean, minimum, and maximum for each group.

Standard error of the mean is standard deviation divided by the square root of sample size of
each group. When you request trimmed means, you also get robust standard deviations, and
Winsorized standard deviations.

Robust standard deviation (labelled as Robust SD) isarobust estimate of the standard deviation
based on mean absolute deviation. For the whole data of size N, it is defined as:

N7t Z:i’i1|yi B )_/|

2(N -1) N

Robust SD =

Where Y isthe sample mean.

Confidence Intervals

Y ou can request greater than 0% and less than 100% confidence limits for each of the means.
The default is 95%. A 95% confidence limit has a 95% chance of covering the true population
mean. Ininterpreting thisinterval, you are assuming that the data from each population are
normally distributed.

Levene's Test for Equal Variances

Results of the Levene' stest for equal variances appear after the ANOV A table output. Levene's
test is done by computing the absol ute deviation of each observation from its group mean, then
performing a one-way ANOV A on the absolute deviations. A large F-value, or asmall p-value
isanindication of unequal variances. Levene'stest has been shown to be quite robust for lack
of normality, but it may not perform well for small sample sizes.

If the null hypothesis of equal variancesis rejected, you might consider using the Welch or
Brown-Forsythe tests. Alternatively, rejection of the null hypothesis may be an indication of
lack of normality or outliers. Thus, you can consider transformations, removal of outliers, the
trimmed means option or nonparametric tests.

Trimmed ANOVA

A trimmed ANOVA is used when you expect that outliers or observations from a population
other than the one of interest may be in the sample, and you wish to minimize the effect of those
extraneous cases. Each sampleistrimmed by ordering cases form smallest to largest, then
symmetrically omitting a percentage of the cases that are the extreme ones on both sides of the
distribution. See Trimmed Mean under Descriptives. The default level of trimming is 5%, but
you can specify your own level in the range 0-25%.
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Sample group standard deviations are computed by Winsoring which replaces the extreme
values that are discarded in trimming by appropriate values that are from the sample, but are
less extreme. See Winsorized Standard Deviation under Descriptives (and Dixon and Massey,
1983).

A standard ANOVA is performed using trimmed means and Winsorized mean squares. A large
F, or asmall p-value indicates that the null hypothesis should be rejected. Properties of this test
statistic for the two-sample cases were investigated by Y uen and Dixon in 1973.

Kruskal - Wallis Nonparametric Test

The Kruskal-Wallistest is available for one-way ANOVA. ThisKruskal-Wallistest tests the
null hypothesis of equal distributionsin the samples using ranks. It assumes at least ordinal
data

Let N be classified into p groups with the ith group containing n; cases. All cases from the p
groups are combined, then ranked from 1 to N with tied cases assigned the average rank of the
tied cases.

Let r; be the sum of the ranks for the ith group. The Kruskal-Wallis statistic (KW) is defined as:
I N+1
= (N 32 Z(R )= 3(N +D).

where ties occur, KW is modified to:
Kw'=KW/ |1->" (i3 -t5)/(N3-N)

where t is the number of observations tied with a single value, and summed over distinct values.
If the minimum group sizeis greater than five, KW has a chi-sguare distribution with (p—1)
degrees of freedom. For small group sizes, see Table O in Siegel (1956.)

Brown-Forsythe Test

The Brown-Forsythe test is an approximate test that may be used when Levene' stest rejects the
null hypothesis of equal variances. The test statistic is defined as:

P G-y
BF =S ) )
PNSUVANES
where s? is the ith within-group sample variance:
§= Z?i:l(y” —)_/i.)z/(ni -1.

Critical values are obtained from an F distribution with (p - 1) and df degrees of freedom. The
denominator degrees of freedom df are implicitly defined by the Satterthwaite approximation:

o= >0, cﬁl(ni—l)}_l.

where:
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o = (1-n/N)¢
Y aniNg
See Brown and Forsythe (1974).

Welch Test

The Welch test is an approximate test that may be used when Levene' stest regjects the null
hypothesis of equal variances. The test statistic is defined as:

> w92 (p-1

" 1e2(p-2)y) [a-w w2 -3 /(o -
where:

wi=ni/s?,

st=2 (% —%)* /-0,

X
and:

~ p _
y= zi:lw. yi./u-

When all population means are equal (even if the population variances are unequal), W has an
approximate F distribution with (p - 1) and df degrees of freedom. The denominator degrees of
freedom df are defined as :

-1
df :{32:11{(1—\/\;, 1u)? 1 (n =D}/ (p? —1)} See Welch (1947).

Two-way ANOVA Output

The Output window for a Two-way ANOV A, comparing two or more independent groups,
initially displays the default output results. Additional output is available by choosing the
Options menu and then selecting Output to display the Output window.

Default Output options for the one-way ANOV A include Analysis of Variance and descriptive
statistics. Other optionsthat are available are:

— Confidence limits, Levene' stest for equal variance, and trimmed ANOVA.
— Brown-Forsythe and Welch tests of Equality of Means.
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ANOVA - Output Options

— ANOWA Dption:

—Monp tric bests

I Kruskalwallis

IV {ndysis of variance

¥ Descriptive statisics
—Equality of Means tests——

™ Canfidence Interval .
[unequal varances]

#=|95.00

. ™ BiownForsythe
™ Levene's test for equal variance ¥

welch
I Triromed ANOVA o
#=|5.00
IV Do nat warn when editing
ak I Cancel | Help |

The Contrasts option from the Options menu in the Output window is not available for two-
way ANOVA, however, you can analyze two-way ANOVA as aone-way ANOVA.

ANOVA table

The ANOVA table below gives the standard results for the test of the null hypotheses: no
interaction and equal means for both factors (omitting only the p-value column):

Source Sum of Squares df Mean Square F-Value
A SS, = RSS(B, A* B) - p-1 _ SSa _ MSa
MS, = Fas——0n
RSS(A, B, A* B) (p-D. MSerr
B SSp = RSS(A, A* B) - -1 __SSg _ Mss
MSg = Fp=——
RSS(A, B, A* B) (g-2. MSerr
Interaction SSpg = RSS(A,B) - (P-1)(a-1) S _ MSa
* MSag=7——~,— .~ | FaB=
(A*B) RSS(A, B, A* B) (P-1)(q-1). MSerr
Error $err - RSS(A, B, A* B) N-pq s - $err
P i , “ (N-po)
= Z (yijk - yij.)
izl j=1 k=l

Theterm RSS () denotes the residual sum of squares after a particular model isfit. The
arguments inside the parentheses are the termsincluded in the model. For example, the error
sum of squares (denoted by RSS(A,B,A*B)) is the residual sum of squares when a full two-way
ANOVA model isfit:

RSS(A,B,A* B) =

p q n;
i=1 j=1 Lmdk=1

(93", where: =
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The square root of the Error mean square (or residual mean square) is a pooled estimate of the
standard deviation of the individual casesin the cells. The Interaction mean sguare and the
mean square for each of the two factors, or grouping variables, are displayed above the Error
mean square. An F test is performed by dividing each of the mean squares by the Error mean
square, regardless of the magnitude of the F test for the interaction.

F. isthe test statistic used for testing the significance of factor A main effect; Fg is used for
testing the significance of factor B main effect; and F . is used for testing the significance of
the interaction effect.

Each of these test statistics has an F distribution with the numerator degrees of freedom equal to
the degrees of freedom associated with the particular effect and the denominator degrees of
freedom equal to the Error degrees of freedom (N—-pq). These three F tests will be independent
of each other provided that you have equal sample sizesin each cell (i.e., you have a balanced
design).

A large F-value or asmall p-value indicates that there is a small chance of making an error if
you reject the null hypothesis. Some analysts will fit an additive model after testing for
significance of the interaction effect before testing for significance of the main effects (i.e., pool
the Interaction sum of squares with the Error sum of squares). See Winer et al. (1991) for
consequences of pooling strategies.

For the definitions of the following output options, see the one-way ANOV A output discussion
earlier in this chapter:

Descriptive Statistics, Confidence Intervals, Levene's Test for Equal Variances, Trimmed
ANOVA, Brown-Forsythe Test, and the Welch Test.

Plots for one-way and two-way ANOVA

By clicking on the Plots menu in the Output window, you can plot your data defined by groups.
Five options are available for one-way ANOVA:

— Boxplots, Histograms, Means Comparison charts, Scatterplot of the group
standard deviations versus the group means, and Box-Cox diagnostic plots.

For atwo-way ANOVA, the groups are defined by the combination of levels of the two factors,
or grouping variables. The following four plots are available:

— Boxplot, Histogram, Means Comparison charts, Scatterplot of the group standard
deviations versus the group means.

Scatterplot of Group SDs vs Means

A scatterplot of the standard deviation of each group, versus the corresponding group mean,
helps in assessing whether or not the assumption of equal variances in the group ismet. If data
are normally distributed, the sample mean and variances are independent. In practice, you will
often find that the variance (or its square root - the standard deviation) increases as the mean
increases. This can be taken as a convenient way of assessing normality in ANOVA, asthe data
are given by treatment groups. An increasing linear relationship between the standard deviation
and the mean formation is appropriate (see Dunn and Clark, 1987).
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Box-Cox Diagnostic Plot

The Box-Cox Diagnostic Plots option provides alog mean by log standard deviation plot for
one- and two- way ANOVA. Clicking on the Box-Cox Diagnostic Plots option in the ANOVA
Plots menu causes two trimming choices to be displayed; Untrimmed and Trimmed Box-Cox.
Choosing either causes the plot to be displayed with its own statistics window.

The Box-Cox diagnostic plot is used not only to assess normality in grouped data, but also to
suggest an appropriate transformation if data are not normally distributed. Two diagnostic plots
are available.

When you perform an ANOV A with no trimming, the Box-Cox diagnostic plot will show the
log of the means on the horizontal axis versus the log of the standard deviations on the vertical
axis.

When you select the Trimmed ANOV A output option, the Box-Cox plot will show the log of
the trimmed means versus the log of the winsorized standard deviations. The latter is useful if
outliers are present.

The slope b of the regression line provides an estimate of the suggested power transformation of
the outcome variable Y. The suggested transformation is

Transformed Y=Y"".
See Box and Cox (1964).
For more information about plots see Chapter 7 of this manual.
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SCATTERPLOT

HISTOGRAM

BOXPLOT

BAR CHART

MEANS COMPARISON CHART

NORMAL PROBABILITY PLOT

General

This chapter gives descriptions, and examples, of the plots available in the system, and that are
most commonly used in statistical analysis. The menusin a plot output window make available
avariety of functions that allow you modify an existing plot, or generate new plots using
different data. Some of functions that you can use are:

¢ Perform transformations on your plot variables.
Modify the scaling.

Change point size of symbols.

Set the plot axes and origin.

Use pointsin local and global modes.

* & & o o

Apply lines as linear fit, and mean x and y.
¢+ Digplay statistics and diagnostics.
The Plot Output window menu functions are described in detail in Chapter 8 - Tutorial.

Scatterplot

Scatterplot is the method used most often for displaying relationships between two ordinal or
continuous variables. Usually an outcome or dependent variable is plotted on the vertical axis
and an independent or predictor variable is plotted on the horizontal axis. It simultaneously
shows all datafor both variables as well as the interrel ationship between the two variables. Itis
widely used in data screening and as a graphical diagnostic tool (e.g., normal probability plot is
a scatterplot).
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The system allows you to plot two variables along the vertical axis with two different tick mark
labels on opposite sides of the plot. Thisfeatureis useful for overlaying two different plots with
the same variable on the horizontal axis. In addition, the system has added reference lines
including aregression line to aid you in interpreting your plot.

Creating a Scatterplot

Select Scatter plot from the Datasheet Plot menu, the system displays the Create Scatterplot
window. The listboxes and datafields are described below:

Variables Listbox Displaysthelist of used variables in the open datasheet.

Type Displays the type of the variable currently selected.

Role Displaystherole of the variable currently selected.

Y Variable (left)

datafield Drag and drop a variable from the Variables listbox to the Y Variable
datafield.

Y Variable (right)

datafield Drag and drop a variable from the Variable listbox to the Y Variable
datafield. Adding asecond Y variable letsyou seetwo Y variables
plotted against one X variable.

X Variabledatafield Drag and drop avariable from the Variable listbox to the X Variable
datafield.

OK button An X variableand a Y variable (left) must be specified before the OK
button becomes available.

Grouping Variable

datafield If you enter avariable and it is not grouped, the system will prompt you
to group the variable. Once agrouping variable is selected, other
relevant options become available.

Use different symbol

for each group

checkbutton Shows all the groups in one plot, denoted by different symbols. This
choiceis grayed out unless you have chosen a grouping variable. The
maximum number of groupsis 60.

Use separate plot

for each group

checkbutton Shows an individual plot for each group. This choiceis grayed out
unless you have chosen a grouping variable. The maximum number of
groupsis12.
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Plots

Entering the required variables and pressing the OK button in the Create Scatterplot window
displays an output window as shown above.

Histogram

Histogram is one of the most widely used methods of displaying univariate continuous data. It
is used to display the shape of the distribution and is often compared with the symmetric bell-
shaped normal distribution. The range of the valuesis divided into class intervals with equal
widths, and the number of casesin each classinterval isdisplayed. If agrouping variableis
selected with unequal interval widths, the histogram will adjust the heights of the histogram bars

to take account of unequal widths. The system gives you the flexibility of defining your

intervals through cutpoints, this avoids creating histograms with zero counts on certain intervals.
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Frequencies, percentages or proportions may be displayed. A normal curve may be overlaid on
the histogram for avisual test of normality.

The histogram is also available with the square root of the frequencies plotted on the vertical
axis. Thisspecia histogram is called arootogram. The square root is an approximate variance
stabilizing transformation for the binomial distribution. The standard deviation of the height is
approximately proportional to the square root of the expected height. Here, the heights of the
bars can no longer be directly interpreted as frequencies. See Velleman and Hoaglin (1981).

Creating a Histogram

Select Histogram from the Datasheet Plot menu, the system displays the Create Histogram
window. The listboxes and datafields are described below:

Variables Listbox Displaysthelist of used variables in the open datasheet.
Type Displays the type of the variable currently selected.
Role Displaystherole of the variable currently selected.

Vertical Axistype
Scrolled datafield

Variable datafield

Y ou can display the vertical axistype as: Count, Percent or Proportion.

Drag and drop a variable from the Variables listbox to the Variables
datafield.

Grouping Variable
datafield If you enter avariable and it is not grouped, the system will prompt you

to group the variable.

OK button TheY variable must be specified before the OK button becomes
available.
5
SYMPDUR
E
Meast,_ D IEount 'l
Measd,_2
Measd,_3
MeasB_0
Mess2 =l
— Drag Yariable
Type: Wariable:
# Missing: IMeasA_‘I

Giroupir

= IMeasB_‘I [optional]

Cancel | Clear | Help |
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Entering the required variables and pressing the OK button in the Create Histogram window
displays an output window as shown above.

Boxplot

Boxplot is apopular method of displaying a univariate ordinal or continuous distribution. It
was developed by Tukey and is useful both looking at a distribution from a single sample, and
in comparing different distributions based on a number of samples simultaneously. Itisavisual
tool that utilizes the five-number summary statistics (minimum, first quartile, median, third
quartile and maximum) in describing location, spread and shape of a distribution. Boxplots are
recommended when comparing characteristics of different distributions.

The Boxplot displayed in the system follows definition 4 for quartileswith k = 1.5 (k is afactor
for determining location of the fences). See Frigge et al. (1989) for definition. The upper and
lower sides of the box enclose the middle half of the data and are the upper (Q3) and lower (Q1)
quartiles, respectively. The length of the box is equivalent to the interquartile range (IQR = Q3
- Q1). The upper fenceis at the maximum value or (Q3 + 1.5(IQR)), whichever islower, and
the lower fenceis at the minimum value or (Q1 - 1.5(1QR)), whichever is higher. Vauesfalling
outside of the fences are called outside values and may possibly be outliers when the underlying
distribution is normal.

The system includes an option to display a confidence interval for the median based on ordered

statistics.

A (1-a) 100% confidence interval is defined by:
[Xay» %]

where: X istheith ordered value. The location of the confidence limitsin the ordered datais
i=[(N+1)/2] +(WN/2)o Ka/2)

and: J=N+1-i

where: Nisthe samplesize, and () isthe inverse cumulative normal distribution function.
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Thelocationsi and j may be non-integer-valued. In such cases, linear interpolation is used. This
derivation is based on asymptotic normal approximation, and may be inappropriate for small
sample sizes. Refer to “An Introduction to Statistical Analysis’ - Dixon and Massey.

Creating a Boxplot

Select Boxplot from the Datasheet Plot menu, the system displays the Create Boxplot window.
The listboxes and datafields are described below:

Variables Listbox
Type

Role

Variable(s) datafield

Grouping Variable
datafield

Show Barsfor all
groupsin one plot
checkbutton

Show barsfor each
group in different
plots checkbutton

Show barsfor each

variablein different
plots checkbutton

OK button

Displaysthelist of used variables in the open datasheet.
Displays the type of the variable currently selected.
Displaystherole of the variable currently selected.

Drag and drop variables from the variables listbox to the Variables
datafield.

If you enter avariable and it is not grouped, the system will prompt you
to group the variable. Once a grouping Variable is selected, other
relevant options become available. If you choose a variable which is not
grouped, the system prompts you to group the selected variable.

L ets you customize your plot and show bars for all groupsin one plot
denoted by different symbals. It is grayed out unless you have chosen a
grouping variable.

Lets you customize your plot and show bars for each group in different
plots It is grayed out unless you have chosen a grouping variable.

Lets you customize your plot and show bars for each variablein
different plots. It is grayed out unless you have chosen a grouping
variable.

TheY variable must be specified before the OK button becomes
available.
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Entering the required variables and pressing the OK button in the Create Boxplot window
displays an output window as shown above.

Bar Chart

Bar chart is commonly used to display categorical variables. A bar represents each category, or
level, and the height of the bars represents the frequency of cases under that category. The
system allows you to specify the vertical scale either as counts, proportion, or percent. Y ou may
use agrouping variable.

Creating a Barchart

Select Bar Chart from the Datasheet Plot menu. the system displays the Create Barchart
window. The listboxes and datafields are described below:

Variables Listbox Displaysthelist of used variables in the open datasheet.
Type Displays the type of the variable currently selected.
Role Displaysthe role of the variable currently selected.
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Variable datafield

Grouping Variable
datafield

Show barsfor all
groupsin one plot
checkbutton

Show barsfor each
group in different
plots checkbutton

OK button

Drag and drop variables from the Variables listbox to the Variables
datafield.

If you enter avariable and it is not grouped, the system will prompt you
to group the variable. Once a grouping Variable is selected, other
relevant options become available.

L ets you customize your plot and show bars for all groupsin one plot
denoted by different symbals. It is grayed out unless you have chosen a
grouping variable.

Lets you customize your plot and show bars for each group in different
plots. It is grayed out unless you have chosen a grouping variable.

The X variable must be specified before the OK button becomes
available.

Create Bar Chart

esteem
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# Missing: maital
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Entering the required variables and pressing the OK button in the Create Bar Chart window
displays an output window as shown above.

Means Comparison Chart

Means comparison plot is useful in presenting avisual comparison of means from different
groups or of means of different variables (for example, in repeated measures), or a comparison
of different distributions. When inference on means are of interest, an interval based on a
multiple of the standard error of the mean may be used; 1 standard error is the default.
Assuming normality, use 2 standard errors for 95% confidence intervals. When intervals do not
overlap, then there is evidence that the means are statistically different. When distributions are
of primary interest, then the standard deviation of the cases may be used in constructing an
interval. The plots are aso useful for ng homogeneity of variances for different groups
or variables.

There are two types of means comparison in the system. Means are represented by a point-by-
point default with whiskers representing some measure of uncertainty. Alternatively, means
may be represented by the height of bars or bins. The distance from the height of the bar to the
top of the error bar measures Dispersion.

Create Means Comparison Chart

Select M eans Comparison Chart from the Datasheet Plot menu. The system displays the
Create Means Comparison Chart window. The listboxes and datafields are described below:

Variables Listbox Displaysthelist of used variables in the open datasheet.
Type Displays the type of the variable currently selected.
Role Displays the role of the variable currently selected.
Chart Type checkbox Lets you specify Bins or Points as the desired chart type.

Variable(s) datafield Drag and drop variables from the variables listbox to the Variable(s)
datefield.
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Grouping Variable
datafield

Show Barsfor all
groupsin one plot
checkbutton

Show barsfor each
group in different
plots checkbutton

Show barsfor each

variablein different
plots checkbutton

OK button

If you enter avariable and it is not grouped, the system will prompt you
to group the variable.

L ets you customize your plot and show bars for all groupsin one plot
denoted by different symbals. It is grayed out unless you have chosen a
grouping variable.

Lets you customize your plot and show bars for each group in different
plots. It is grayed out unless you have chosen a grouping variable.

Lets you customize your plot and show bars for each variablein
different plots. It is grayed out unless you have chosen a grouping
variable.

TheY variable must be specified before the OK button becomes
available.
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Entering the required variables and pressing the OK button in the Create M eans Comparison
window displays an output window as shown above.

Normal Probability Plot

Normal probability plot is used to show graphically whether avariable is normally distributed or
not. The numerical values of avariable are plotted on the horizontal axis, and transformed
cumulative proportions (from the cumul ative standard normal distribution) are plotted on the
vertical axis. The transformation is such that if the data are normally distributed the points will
lieonastraight line.

In the system, the data values are ordered before plotting and the expected normal value based
on the ranksis plotted on the vertical axis. The expected normal value of the jth ordered value
is.

& Y[3j-1]/[3N +1])
where: Nisthe samplesize, and () isthe inverse cumulative normal distribution function.

If the extremes of the normal probability plot are curved downward, this may be an indication of
adistribution that is skewed to theright. A distribution that is skewed to the left will have the
extremes of the normal probability plot curved upward. An S-shaped normal probability plot
may indicate that the distribution has heavier tails than a normal.

Reference lines may be included to further detect deviation from linearity. The normal
reference line displays a line defined by:
X 1
y=-——+=-X
s s

where: X and s are the sample mean and standard deviation, respectively.

To assess symmetry, arobust reference line may be used. Thisline passes through the first and
third quartile points to the data. If the line also intersects the median value and the lower half of
the datais a mirror image of the upper half, then the empirical distribution is symmetric with
respect to the median or mean.

An alternative display is the detrended normal probability plot. The linear trend is removed by
subtracting the standardized score of the ordered value from its expected normal value. A
relatively flat pattern around zero would suggest normality. Large differences at either or both
ends indicate skewness or long tailedness.

Another option is the half-normal probability plot. Thisis used when assessing whether your
data came from a standard half-normal distribution or not. The half-normal density results from
a standard normal density being folded at O (the mean of the standard normal). Only positive
values are allowed and thus, if your data contain negative values, absolute values are obtained
before the data are sorted. The expected half-normal value of the jth ordered valueis
approximated by:

®-Y[3N +3j-1] / [6N +1])
where: Nisthe samplesize, and () istheinverse cumulative normal distribution function.

When half- normal plot is used as atest for normality, always standardize your variables such
that the mean of the used variablesis zero.
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A linear pattern isindicative of normality. This plot option may be readily used in regression
diagnostics where an assessment of normality of residualsis desired. The residuals need not be
standardized, since their mean is already zero.

Create Normal Probability Plot

Select Normal Probability Plot from the Datasheet Plot menu. The system displays the Create
Normal Probability Plot window. The listboxes and datafields are described below:

Variables Listbox
Type

Role

Scrolled datafield
for Y axis
Variable datafield

OK button

Displaysthelist of used variables in the open datasheet.
Displays the variabl e type currently selected.
Displaystherole of the currently selected variable.

Select Normal Plot, Detrended Normal, or Half Normal Pot

Drag and drop avariable from the variables listbox to the Variable
datafield.

An X variable must be specified before the OK button becomes
available.

Create Normal Probability Plot

INUrmaI Plat >
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Entering the required variables and pressing the OK button in the Create Normal Probability
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Plot window displays an output window as shown above.
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SOLAS MAIN FEATURES WITH EXAMPLES

Introduction

This chapter provides a statistician’ s view of the system by discussing data screening. It
includes discussions of system features and some examples to help you learn the system. The
examples given cover the main features. We encourage you to follow these examples. Whether
you try the examples or not, you will probably find the statistical discussions interesting.

Where to look for Information

Y ou can access the online Help by pressing the Help button in any window. Also availableis
help for statistical analyses that includes both statistical discussions and definitions.

Screening and Changing Data in the system

Before you start screening data, you should save one copy of your datasheet with a different file
name, or use the Copy Datasheet option. If you do either, you can always go back to your
original datasheet. While displaying the datasheet, click on the File menu Save As option.
Replace the file name in the upper left-hand corner with anew file name. Y ou how have two
files of the data.

Missing Data Pattern

Many investigators first like to check the pattern of missing datain the datasheet. |f datafor a
variable are missing in a high proportion of cases, then the use of that variable should be
carefully considered. Analyses such as multiple regression use only cases that have complete
data, so including a variable with numerous missing values can severely reduce the sample size.

To see the pattern of missing values:

1. Inanopen datasheet, click on the View menu Missing Data Pattern option. This
option gives you a case by variable array of your data with the colored squares
indicating where missing values occur.

2. Right-clicking and holding down the mouse button on any square displays a window
containing the name of the variable and case for that square. It iseasy to see which
variables have numerous missing values.

3. Right-clicking and holding down the mouse button at the top of the column of an
array brings up the name of the variable and its number of missing values. If the data
are entered chronologically, you can see whether missing values are clustered in
certain time periods.
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See the SOLAS™ manual for a discussion of the various imputation techniques available when
you have the Imputation package. These techniques help you to deal with missing data.

Outliers

After dealing with missing data, many investigators next want to confirm that there are no
outliersin the datasheet. Outliers are defined as cases that are inconsistent with the remainder
of the data.

For nominal or ordinal data (discrete data), one obvious method is to examine the frequency
distribution of each variable to find all undefined values. To do this, click on the Analyze menu
Descriptive Statistics option. Choose the Ordinal/Nominal option.

You will get the total number and proportion of cases having aparticular value. If avariable
value occurs that should not occur, you should (if possible), trace the source of the data and
check the validity of that value. In some cases it may be appropriate not to use that value.
However, you should note that not all outliers are necessarily incorrect, and that looking at
outliers can be very informative. Casually throwing outliers out of all analyses may bias the
results.

Outliers in Small to Medium Sized Datasheets

For asmall to medium sized datasheet, knowing that a particular variable has outliers allows
you to identify the outliers easily. Then you can just click on the cell in the datasheet and delete
theincorrect value. At that point, you can either leave the cell empty, or replace the value with
acorrect value.
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Outliers in Continuous or Ordinal Data

For continuous or ordinal data, one quick method of finding variables with possible outliersisto
obtain simple descriptive statistics for each variable by clicking on the Analyze menu
Descriptive Statistics option for Continuous/Ordinal data. If you already have an idea of the
values that you can reasonably expect for maximum and minimum values, then scanning the list
of maximum and minimum values will tell you if there is at |east one case that is suspect for any
given variable.

Looking at the maximum and minimum z-scores can be helpful in screening the data for
outlying values and skewed or non-normal distributions. A potential rule of thumb isto take a
closer look at any variable for which the absolute value of either the maximum or minimum z-
score is greater than about 2.5. Of course, how extreme the z-score must be to signify an outlier
depends on the sample size. In avery small sample an outlier may inflate both the mean and the
standard deviation so much, that the outlier may not have a very extreme z-score. In a sample of
several thousand cases, a maximum z-score of 3.5 would not be an unusual occurrence even for
anormally distributed variable.

When outliers are suspected, it is also helpful to look at the distance of an observation not from
the mean, but from the trimmed mean. A large skewness coefficient relative to its standard error
may occur when an otherwise symmetric distribution has alarge outlier, as well as when the
sample distributionisin fact skewed.

Finding and Removing Outliers with the Histogram

To display avariable having possible outliers by using the Histogram, perform the following
procedure:

1. Openthe Airpoll2.mdd datasheet, select the Plot menu Histogram option.

2. Dragand drop the “Nox” variable from the displayed list of variables to the Variable
datafield.

3. Click OK to display the histogram

! Histogram : AIRPOLL2 - Nox M= B
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If one of the rectangles in the histogram is removed from the others, it may be the result of an
outlier.
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If you want to see the effects of removing the point(s) from the datasheet:

1. Click ontherectangle at the right-hand side of the histogram. Heavy lines appear
surrounding the rectangle, and the status bar displays the number of cases selected.

NOTE: In the case of the Nox variable however, we a so see marked evidence of skewness.
When the variable is transformed by taking logs, the histogram of log(Nox) no longer
shows any marked evidence of lack of symmetry. The two apparent outliers are seen
to be quite consistent with the rest of the distribution. It will often be helpful in
assessing whether extreme values are outliers or not to investigate the effect of
transforming the variable first.

 Histogram : AIRPOLL2 - Nox oI
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2. Click on the Use menu Do Not Use Selected Cases (Glaobal) option. This action
causes the case(s) to be grayed out in the datasheet for that variable, and not
availablefor use. The unused bar disappears from the histogram. A similar
procedure works for scatterplots.

For continuous data, if you are concerned that you may have numerous outliers that you may not
be able to remove, consider using the robust procedures available in the system.

How to Find Outliers 0 Example
1. Go to Start-up window and choose the File menu Open option.
2. Select Airpoll2.mdd and click the OK button. We will use this datasheet to look for
missing values and outliers.

Airpoll2.mdd should now be displayed in the Datasheet window. Airpoll2.mdd has seven
variables including the variable “Name” that contains the names of cities. The datasheet also
includes six other variables that we will later try to use to predict mortality.
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— Annua rainfal in inches, median school year completed, population per square mile

in 1960

— Percent non-white, relative pollution potential of Nox and SO,, and total age-adjusted
mortality or deaths per 100,000 people.

atasheet : AIRPOLL2

File Edit Varables Use Analyze FPlot Fomat View ‘Window Help

.. JHame Rain | Pop_den | Monunite | Mox | So2 | Mortality
1 Jakron0OH 36 3243 8.8 15 9 921.9
2 |albanyHy 35 4281 3.5 18 39 9970 |
3 [a11enra ny n260 8.8 6| 33 weon |
y  |atrantea u7 3125 27.1 8| 24 esaa |7
5 |bartimmp u3 6441 244 ag | 206 Jerie |
6 |pirmhnac 53 3325 38.5 32 72 teaee |
7 |bostonna ug 1679 3.5 az 62 a7 |
g |bridgect u5 2140 ) m " oo
9 |bufarony 36 6582 8.1 12 37 Jeoze |7
18 |cantonon 36 n213 6.7 7| 28 w122 |
11 JchatagTH 52 2302 22.2 8| 27 1@18.8 |
12 |chicagiL a3 6122 16.3 63 | 278 1025.8 |
13 cinnciOH 48 4161 13.8 26 | 146 978.5 |
11 |c1everon 35 3042 14.7 21 64 eaee |
15 [columbon a7 u259 13.1 g 15 wsss |
16 [dallasTx a5 1441 14.8 ] 3 T A
17 |daytonon 36 naze 12.4 4| 16 w62 |
18 |denverco 15 ug2y 7 8| 28 sie |
19 |detrotur a1 ug3L 15.8 35 | 124 w502 | 77

The data set Airpoll.mdd is described in Appendix A: Data Sets.

NOTE: To scroll, click on the arrows in the horizontal scroll bar at the bottom of the window
and in the vertical scroll bar to the right. Another way to scroll sidewaysisto click
and hold down the mouse button while the cursor is on the square button in the
horizontal scroll bar, then drag it to the left or right.

3. To view the missing datalocations, click on the View menu, then Missing Pattern.

] Missing Value Pattern: AIRPOLL2
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4. Right-click and hold on the upper filled-in square to display a message that “ Case 41
for variable Nox ismissing”. Similarly, if you click and hold on the second filled-in
sguare, you can see that case 50 for variable Nox is also missing

NOTE: Selecting the View menu, then Pairwise Missingness Report shows that the two

missing cases for the Nox variable will be excluded for every variable in the datasheet
inaparwise analysis.

5. To bring up the total number of missing cases for the Nox variable, click and hold at
the top of the Nox variable column. There are no other missing valuesin the
datasheet, so we know that missing values are not a major problem in this datasheet.

Let'stry to find some outliers.

1. Closethe Missing Data window.

2. Click on the Analyze menu again in the Datasheet window.

3. Choose Descriptive Statistics and the Continuous/Ordinal option.

M Descriptive Statistics [Cont/Int/0rd) : AIRPOLL2
File Edit Options Window Help
[aial o = Blr|u|[E ==
B
DESCRIPTIVE STATISTICS
N Mean StdDev Min
Rain B0 39.0333 15,3169 10.0000
Education B0 10.9733 0.8452 9.0000
Pop_den B0 3818.7700 156321515 315.2000
Nonwhite B0 11.6700 8.9211 0.8000
Mox 58 22.9482 47.0920 1.0000
So2 B0 53.7666 B63.3904 1.0000
Mortality B0 940.3816 B2.2124 7580.7000
Max Median
Rain 126.0000 38.5000
Education 123000 11.0500
Pop_den 9699.0000 3567.0000
Nonwhite 38.5000 10.4000
Mox 319.0000 9.0000
So2 278.0000 30.0000
Mortality 1113.0000 943 7000
Number of cases used : 60 =l
[ MNUM | col 0 [Lne: 91 | Page: 1

4. Thedefault output does not include Skewness, Coefficient of Variation, Minimum
and Maximum z-values, or Trimmed Mean.

5. To add those statistics to the output screen, click on Options, and choose the
Output option. The Descriptive Statistics Output Options window is displayed.

6. Check the Skewness, Coefficient of Variation, Minimum and Maximum z-val ues,

and the Trimmed Mean option, then click the OK button.
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Descriptive Statistics - Output Dptions

~Basic Set

¥ Sample Size

I~ Mumber Missing

¥ Mean

" C.L for Mean ~Normality ————————————————

==
o IV Skewness. Skewness/SE

¥ Standard Deviation I~ Kurtosis, Kurtosis/SE

I” Standard Error of Mean I Test of Normality

™ Variance

'IZ Coefficient of Variation  Robust Statistics

Range

[ Median

Ind: " [ Quartiles, ile Range
¥ Trimmed Mean

I” Serial Comelation %=

ok | Cancel | Helo |

Note that the Minimum and Maximum z-values are not symmetric, and there are some large
values. Large maximum z-scores may be expected if the data are skewed to theright. Rain,
Pop_den, Non-white, Nox, SO,, and Mortality all show large maximum z-values. Dataare
seldom skewed to the left, so very small minimum z-scores are more apt to indicate a small
outlier. Education, Pop_den, and Mortality all show somewhat small minimum z-values. We
probably have some non-normal data and/or outliers.

We can see that there are some large values for skewness, especially for Rain, Nox and SO..
Thisis a datasheet that needs screening.

Let uslook at another simple measure, the difference between the Trimmed Mean and the
Maximum and Minimum values. The maximum of 128 looks large for Rain; 315 looks small
and 9699 looks large for Pop_den; 319 looks large for Nox; and 278 looks large for SO,.

We can look further at the Rain variable.

1. Close the descriptive statistics window by going to the File menu and clicking on
Close.

2. From the Plot menu select the Histogram option.

3. Dragand drop the variable Rain to the Variable datafield.

4. Click OK.

\ Histogram : AIRPOLL2 - Rain [_ O] <]
File Edit Transform Modify Select Use Replot View Options Window Help

Counts

150 250 350 480 S50 BS0 FRO0 850 950 1080 1150 1250
Fain
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When you look at the histogram, the bar centered at 128.0 is clearly far from the rest of the
values. We could eliminate that value now, or we can look up the associated city, and then
decide. But it isacandidate outlier.

To find the city quickly:
1. Click onthe outlying bar at 128.0.
2. Selectthe Window Tile option. You can view the histogram and scroll through the
datasheet to find the city highlighted by your selection of the 128.0 box.

i Histogram : AIRPOLLZ - Rain
File Edt Transform  Modify

- [0]x]

Select Usze Heplot “iew Option: Window Help

Counts
P
=

|so nases |1 Sezlasted |D Wisaiag |0 Uassed

Z Datasheet : AIRPOLL2
File Edit “aiables Use Analyze Plot Format Yiew Window Help
fuars  [Name Rain Education Pop_den Nonwhite Hox |
5h uticaly 4a 18.3 1671 2.5 2
5% washDG Eal 12.3 5368 25.9 28
56 wvichtaks 128 121 3665 7.5 2 B
57 wilmtnDE 45 11.3 315 12.1 11 LI
K1 o

Now let ustry Pop_den, repeating the same steps. This situation is less clear, but the upper
value is somewhat suspect. We can look at the maximum value and the minimum value.
Knowledge of the city may help here.

A similar trial of Nox shows a distribution skewed to the right with two large values. Finally, an
SO, histogram also shows two large values. Select those cases in the histogram, and then they
are highlighted in the datasheet so that you can find them easily. After highlighting, go back to
the datasheet.

Scrolling down in the datasheet, you find that heavy rain occurs in Wichita, Kansas. This does
not seem correct, so this value should be removed or corrected. The population density of
Wilmington, Delaware appears to be unreasonably small, so it should be corrected or removed.
The large value for Y ork, Pennsylvaniais more of apuzzle. Finally, the large value for Nox
occursin Los Angeles, so maybe that isareal but very large value. San Francisco isalso large.
For SO,, one of the large values is Pittsburgh and another is Chicago. Those values could be
real or not.
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In this example, we have two clear outliers and several suspiciousvalues. Thisistypical in
screening for outliers; some cases are clear, and some are indecisive. Let usremove the clear
ones (heavy Rain and small Pop_den) and leave the others for the time being.

One straightforward way of removing outliersisto delete those observations from the datasheet.
In each case, use the mouse to click on the cell to be deleted, then use the <Delete> key. Save
this adjusted file as the new file with a different name.

NOTE: Remember that your report should inform readers that values have been deleted. Also,
you should provide references for the statistical methods used in deciding the outlying
values to be deleted.

Logical Inconsistencies

Logical inconsistenciesin the datasheet may aso be asign of incorrect data. For example,
pregnant males should not occur. Y ou can use the two-way frequency table to check for known
inconsistencies.

Normality

In addition to screening the data for missing values and outliers, we also want to check whether
our continuous data are at |east approximately normally distributed. When we know that, we
will know if the data meet the assumptions for the various tests and confidence limits available
to us. If the data are not normally distributed, we may be able to transform the data to a near-
normal distribution. The system has numerous tools for checking normality. Normal
distributions are symmetric and have a bell-shaped curve.

Checking for Normality with Histogram
To check the data distribution using a Histogram:
1. Click onthe Plot menu and select Histogram.

2. Dragand drop avariable from the variableslist to the Variable datafield, then click
the OK button to display the plot.

 Histogram - AIRPOLL? - Mortality
FEle Edt Irsnsfom Modiy Select Use Peplot Wiew Opfions Wwindow Help

Counts

7900 500 700 9100 9500 9900 10010700 11100
Martality

uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu
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Viewing the histogram makes it easy to see if the variable is symmetric. It is sometimes
difficult to judge symmetry and normality when the sampleis small, and/or outliers are still
present.

Checking for Normality with Normal Probability Plot

When checking for normality, the Normal Probability plot is another widely-used method. If
you click on the Plot menu in the Datasheet window, you can select the Normal Probability
Plot option. Then, drag and drop avariable from the Variables list to the variable datafield.
Press the OK button to display anormal probability plot.

B Noimal Probability Plot : AIRPOLL2 - Mortality

File Transform Modify Select Beplob “iew ‘Window Help

a0
250
20
150 o I3
100 4 ‘!}
050 o r'a

0o v
050 ok

-1.00 o #
150 4
200 4 .

250

Expected normal value

-300 o

L e e L
TR0 80 860 900 B0 830 1020 1080 1100
Martaliny

[60 Cases |0 Sclected [0 iissing [0 Tmsed (K= 00 ¥ = 00

Normally Distributed Data

If the plot looks like a straight line except for the extreme points, then for al practical purposes
you can assume the data to be normally distributed.

Skewed Data

If the plot looks like a curve with the ends pointed downward, then the data are skewed toward
theright. If the ends of the curve point upwards, then the data are likely skewed to the | eft.
Additional shapes are shown in Afifi and Clark (1990), pages 60-61.

Statistics Used in Checking for Normality
Severa statistics are also useful in detecting lack of normality.

1. Starting from the datasheet again, click on the Analyze menu.

2. Choose Descriptive Statistics and Continuous/Ordinal to get the Descriptive
Statistics output.

3. Goto the Options menu and choose the Output option.

4. Check the Skewness, Kurtosis, and Test of Normality options, then click the OK
button.
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In the updated output window, you may have to scroll to the right to find the output, because it
appears to the right of the usual statistics.

Skewness and kurtosis are measures of asymmetry and long-tailedness of the distribution of a
variable. For anormal distribution, the expected value is zero for both of these statistics. Both
measures are very sensitive to outliers, and are difficult to interpret if outliers are present. They
also may be highly variable for small sample sizes.

Theratio of skewnessto its standard error can be roughly read as a standardized z-value.
Positive values greater than 2 or 2.5 are unusual, and may indicate a distribution skewed to the
right. Similarly, small negative values indicate a distribution skewed to the left. Large values
(greater than 2 or 2.5) of kurtosis divided by its standard error indicate a long-tailed
distribution.

The output also includes the W test developed by Shapiro and Wilk. The null hypothesis being
tested isthat the observations are from anormal sample. Thistest is especially useful for small
samples where some of the other methods are not very good. The W statistic is positive with a
maximum value of 1. A small W indicates departure from normality. The actual significance
level is given in the column to the right of the statistic.

Checking for Independence

Finally, you may want to determine whether the cases in the sample are independent. 1n many
studies where observations are collected on separate individuals or objects, thisisnot a
problem. However, lack of independence may occur if equipment is drifting out of calibration,
or if the data are collected over time, and time has an effect on the outcome.

NOTE: Multiple measures on the same subject cannot be considered independent.

Statistics Used in Checking for Independence
1. Inthe Descriptive Statistics window, go the Options menu and choose the Output
option.
2. Check the Seria Correlation option.

Descriptive Statistics - Output Dptions
~BasicSet——————————  Outliers
¥ Sample Size ¥ Minimum, Maximum
[~ Number Missing [¥ Minimum 2, Maximum z
¥ Mean
" C.I. for Mean - Mormality
%=
. ¥ Skewness. Skewness/SE
[ Standand Devintian ¥ Kuttosis. Kuttosis/SE
I” Standard Error of Mean % i est of Normaitty
™ Yariance
"Z Coefficient of ¥ariation — Robust Statistics
Range
[ Median
- n I Quartiles. ile Range
¥ Trimmed Mean
¥ Serial Correlation Z=
0K I Cancel | Help |

3. Clickon OK. Thiswill put you back in the Descriptive Statistics output window.
Y ou may have to scroll to the right to find the output, because it appears to the right
of the usual statistics.
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78 Descriptive Statistics [Cont/Int/0rd) : AIRPOLL2
File Edit Options “indow Help
[aial o N |
DESCRIPTIVE STATISTICS ]
N Mean StdDev Min
Rain 60 39.0333 16.3163 10.0000
Education B0 10.9733 0.8452 9.0000
Pop_den B0 3818.7700 1532.1515 315.2000
Monwhite 60 11.8700 8.9211 0.3000
Nox 58 22.0482 47.0920 1.0000
So2 B0 53.7666 63.3904 1.0000
Mortality B0 940 3816 B2.2124 790.7000
Max SerCorr p-value Median
Rain 128.0000 0.2183 0.0445 38.5000
Education 12.3000 0.0373 0.3843 11.0500
Pop_den 9699.0000 -0.0524 0.6577 3567.0000
Monwhite 38.5000 0.0152 0.4529 10.4000
Mox 319.0000 01051 0.2116 9.0000
So2 278.0000 0.2300 0.0373 30.0000
Mortality 1113.0000 0.1325 01712 943.7000
Mumber of cases used : 60 =l
I
[ UM | Col 0 [Ume: 108 | Page: 1

The serial correlation isthe product moment correlation between cases when each caseis lagged
one case behind the other. Thus, the value obtained will depend on the order of the casesin the
datafile. Thesignificancelevel isthe result of atest of the null hypothesis that the serial
correlation is zero.

Serial correlation has little meaning for this datasheet, since the data for all of the citiesin one
region could have been entered into the datasheet at the same time. None of the example data
sets represent time-series data to provide an example in which we can easily interpret the
meaning of asignificant serial correlation. All of the serial correlations appear to be small and
non-significant, except for Rain and SO.,.

Let’s check for normality and independence in one of the variables in the adjusted air pollution
datasheet, Airpoll2.mdd.

Remember that when we obtained the histogram for Nox that it was skewed to theright. The
data do not appear to be normally distributed.

7H Descriptive Statistics (Cont/Int/0rd) : AIRPOLL2
File Edit Options Window Help
[aial o & el|f|ullE =
DESCRIPTIVE STATISTICS B
Skewness Skew/SE Kurtosis Kurt/SE
Rain 29232 9.2442 16.7958 26,5628
Education -0.2138 -0.6761 -0.8616 -1.3623
Pop_den 1.0049 3.1778 25165 3.9790
Nonwhite 1.0752 3.4000 06370 1.0073
Mox 4.8198 14.9854 26,6558 39.8835
So2 1.8172 5.7467 259603 4 6807
Mortality 0.0913 0.2889 -0.0553 -0.0874
W_Stat p-value
Rain 07377 6.5R47E-14
Education 0.9488 0.0270
Pop_den 09472 0.0221
Nonwhite 0.8914 1.2674E-05
Mo 0.43589 1.2011E-25
Soz 0.7631 1.2307E-12
Mortalit 0.9927 0.9946
Number of cases used : 60
|
[ TN [ Col 0 [Line: 91 | Page: 1
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Scroll the output window to the extreme right. Note that Nox has a highly significant ratio for
both skewness and kurtosis.

The Shapiro and Wilk’s W dtatistic significance level is near zero, a strong indication of non-
normal data. In fact, Rain, Pop_den, Non-white, Nox and SO, all appear to be skewed to the
right and clearly not normal.

Education does not have a significant skewness or kurtosis, but the W statistic is statistically
significant at the 5 percent level. Rainisnot normal according the W test. If oneisvery
concerned about having normal data, this datasheet will need some work.

Making Changes to Facilitate Using Data in an

Analysis
Making changes to a variable for one particular caseisvery smple.
1. Inthe datasheet window, click on a cell with the mouse, and delete the contents.

2. Atthat point, you can typein anew value or leave the cell empty.
3. Click onthe next cell to be changed.
4. After your last change in the datasheet, press <Enter>.

Transformations

Suppose we have some variables that are not normally distributed, and you want to transform
these variables to obtain a more normal distribution. Y ou can do this from the Datasheet
window:

1. Touseone of the given transformations, click on the name of the variable (at the top
of the column) to be transformed in the datasheet.

3. From the datashest, click on the Variables = Transform menu. The Transform
menu displays alist of widely-used transformations, plus the User -defined option.

4. Click onthe desired transformation. Thiswill result in the transformed variable
being placed to the right of the existing variables in the datasheet.
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&= Datasheet : AIRPOLL2
File Edit | Varables Use Anabze Plot Fomat Yiew Window Help

Buars Yariable Attributes. .. ducation [EERTECE Honuhite ﬂ
7 Insertshppend New Vaishis T =5
Group »
2 log 3.5
3 Define Variables Y b o8
st
4 |at1anten u7 3q(4°2) 27.1
5 |baltinmp 13 gl 244
i (144
6 |birmhmaL 53 sin 38.5
7 |postoniia 43 o8 2.5
8 |bridgeCT 45 | |
9 |bufalony 36

a
=

cantonOH 36

-
jry

chatagTH 52

-
~

chicagIL 33

-
w

cinnciOH ue

a
=

clevelOH 35

=

Nz

NOTE 1: If you select (highlight) a variable column in your datasheet, and then apply asimple
transform from the displayed Variables =» Transform menu, the system inserts the
new variable to the right of the selected variable in your datasheet.

NOTE 2: If you select (highlight) a vertical linein any column in your datasheet, and then apply
asimple transform from the displayed Variables = Transform menu, the new
variable isinserted at that point.

Otherwise, the transformed variable is displayed in the column to the right of the last variable
entered in your datasheet.
Custom Transformations
1. Tomakeacustom transformation, do NOT select avariable before choosing the
Transform option.

2. From the datasheet, click on the Variables = Transform menu, then click on User -
defined to display the Transform window.

The Transform window has four tabs which when pressed display the following views:
- Common
— Trigonometric
- Summary
- Multipass
NOTE: Transformations require matching parentheses in the expression.

3. Suppose you want to take the inv log of adisplayed variable. Click oninv, click on
log, then click on the variable in the Variables list.
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Specify Transformation Ed

Comman |T|igﬂnnmal|i:| Summary | Multipass I

13 I I T R ) S T TR

ey Yariable: Transformation

I\u’arB = |inv(log(E ducation]]

Wariables:

Clear | akK I Cancel | Help |

4. Youwill seethat you have inv(log(<selected variable> in the transformation box.
Thisis an incomplete formula because the left facing and right facing parentheses
must be equal in number. Y ou must enter the missing closing parentheses.

Since the cursor is at the end of the expression, just type)) to produce the correct formula,
inv(log(<selected variable>)).

5. When your transformation is satisfactory, press OK to close the window and create
the transformation in the datasheet. If the OK button does not work, the program
does not recognize your formula as being correct, and you should change the
expression.

NOTE: Whiletrying transformations, finding the optimum transformation for the sample does not
automatically give you the optimum transformation in the population, which is what you
really want. In general, the effect of non-normality will be lessif the ratio of the standard
deviation to the meanis small. If, for example, thisratio is 1.18 in the original variable,
while the ratio is only 0.24 in the transformed variable, the transformed value indicates
that the effect of non-normality will probably not be too serious.

It is easy to do data screening and editing in the system. After avery short while, you can save
alot of time and have a carefully edited datasheet.

For more information about transformations, refer to Chapter 1 Data Management —
“Transforming Variables’ in the System Manual.
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Combining Categories

Suppose you have anominal variable with three categories. But the first category contains only
one case, S0 you want to combine the first category with the second one. To combine

categories:
1.

Double click on the variable name at the top of the datasheet. The Variable

Attributes window appears. For the Education variable, we have changed the

Variable Type from Continuous to Nominal.

Specily Variable Attributes
Basic Atibutes | Culpoints | Copy Attibutes |
Wariable Mame: r—
Tope: |feete Fiole: m
IEduEalan
Yariables:
Format
Alignment: | Decimal = Field Width: I1D ﬁ
I Scienfic Notstion Decimal Places: || =]
1= | Show Gronp HEmss: ™ Double Precision
Equation:
Mew Variable |
oK I Cancel Help

Click on the Group menu and choose the M odify Categories option. If you have

only one nominal variable, the Modify Categories window will be filled with the

information for that nominal value.

Specify Variable Attributes

Basic Attibutes | Cutpoints | Ealegnriexl Copy Atiibutes |

Easiel |

Tndex | Group_Nam Value =
1[o-o0o008 0]
2| 9.500000 95
3| 9600000 961 One Group/Value
4| 9693939 97
4| 9.699999 9.7
5| 9.a00000 9.8
6| 9893339 EE)
7| 1010000 101
8| 1019999 10.2 hd

# of Groups: 26
0K Cancel Anply) Help
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Remember that Education was really a continuous variable with values extending to one decimal
place. When we changed it to a nominal variable, the values became integer values, as shown in
the Values column of the Modify Categories window. However, the default name for each
indexed case stems from the exact value of that case.

3. TochangeaGroup_Name in the Modify Categories window, click on the group
name. That name will be highlighted. Type in the new group name and press
<Enter>. Continue changing group names through all the categories.

Specify Yariable Attributes [<]
BasicAtibutes | Culpoinis | Categories | CopyAtiibutss |
Copy | paey
Index | Group_Nam Value N
1 9 30 - Sort...
2 10 95
2 10 L One Group/Value
2 10 a7
2 10 9.7
2 10 a8
2 10 a9
2 10 101
2[iE 10.2 -
# of Groups: 20
0K I Cancel | Apply | Help |

Notice that the group index is now the same for the three categories, although the numbersin
the Value column have not changed.

4. Click on OK to go back to the Variable Attributes window.
5. Click on OK to return to the datasheet.

6. To view the new grouping in the datasheet, click on the nominal variable to highlight
it. Select the Variables menu Variable Attributes option.

7. Check the Show Group Names box.
8. Click on OK to go back to the datasheet.

Statistical Data Analysis

Performing the analysesis a straightforward and simple process. Y ou simply display the
Analyze menu in the datasheet, and then select from the menu. Y ou should try each of the
available options.

When you want to set your preferences for output, you can do so from the SOLAS 3.0 Main
window View menu System Pr efer ences option, or from an Output window.

Descriptive Statistics

The Descriptive Statistics option provides statistics for two types of data: Continuous/Ordinal
and Ordinal/Nominal (discrete) data. It also providesthe seria correlation.
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Descriptive Statistics for Continuous/Ordinal Data

To access the output, click on the Analyze menu in the datasheet. Choose the Descriptive
Statistics, Continuous/Ordinal option. The Descriptive Statistics Output Options window is

displayed.
To obtain the exact statistics that you want:
1. Click onthe Options menu Output option.

2. Inthe Descriptive Statistics - Output Options window, click in the check boxesto
make your choices. The options are organized by likely application so that you can
find them easily.

3. If youwant to set the confidence intervalsto a different confidence level, check the
CI for M ean box, and change the value in the datafield. Y ou can do the same for
the Trimmed Mean option.

4. ClickonOK.

Subgroups in Continuous/Ordinal Data

Y ou can a so obtain statistics for subgroups of the datasheet if you have a grouping variable.
1. Choose the Options menu again.
2. Click onthe Grouping option. This option will work directly if the grouping

variable(s) isanominal/ordinal variable. You can get statistics for a single grouping
variable, or for two grouping variablesin turn, or cross-classified.

Categorizing a Continuous Variable

If you choose to categorize continuous data, you will use the graphical Set Cutpoints window.
In this window you can see the range of your measurements for the chosen variable. Y ou can
easily add cutpoints one at atime, and you can drag any cutpoint to a different position.

To specify cutpoints for a grouping variable:

1. Click onavariable namein the datasheet. Choose the Variables menu Group
option, then select Set Cutpointsto display the Set Cutpoints window.

2. Thewindow provides four options. Most of the time you will find that choosing one
of the first three options will work well for you. Click on your choice, then enter the
required valuesin the respective datafiel d(s).

If you prefer, you can enter cutpoints directly in the Cutpoint graphics area.
1. Click onthe button to choose the Entering Cutpointsin Box below option.
2. Placethe cursor in the Cutpoints areaand click. A lineis displayed.
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Specify Variable Attributes [ %]
Basic attributes | Cutpoints | Copy Attibutes |
Group by
" Dividing Range into Intervals of l:l Units Starting at l:l
" Dividing Range into |:| Groups of Equal Frequency
(" Dividing Range into [ | Groups at Equal Intervals
i+ Entering Cutpoints in Box below
9699.0 Group Freq 1 Cutpoint
I Store Group
Hames in New
in Hew Variable
Range
Clear |
> 3565.45:=9699.0 a0 @
3152 7=315.2:= 3565.45 a0
oK | Cancel I Apply I Help I

3. Thefirst cutpoint line separates the sample into two groups. For each group, the box
displays the range and the frequency of casesin the group. Since your first attempt
at acutpoint is unlikely to be ideal, you can drag the line up or down. Y ou can also
click each time that you want to put in an additional line.

4. Thegraphical cutpoint box in the system gives you complete freedom to choose the
exact cutpoints that you want. The program also lets you see the results
instantaneously.

5. If you do not like your choice, click on Clear and try again.
6. When you arefinished, click OK.
To view the descriptive statistics output with your new grouping:
1. Choosethe Analyze menu Descriptive Statistics options for Continuous/Ordinal.
The Descriptive Statistics window is displayed without grouping.
2. To add grouping, select the Options menu, choose the Grouping option, and select
your new grouping variable.
Grouping Options
Poucation | Guoup vttt ]

Nox Pop_den Cancel
502
Mortality Help

Type:
Role:

;- Output Includes
* Statistics for each group in turn

" Statistics for all cross-classified groups

3. Press OK to get the descriptive statistics output with grouping.
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78 Descriptive Statistics [Cont/Int/Ord) : AIRPOLL2

File Edit Options ‘Window Help

[aral =1

Rain grouped by Pop_den

10 =l

B|7|uf[s =

DESCRIPTIVE STATISTICS

Skewness Skew'SE Kurtosis Kurt/SE
Rain 29232 92442 16.7998 265628
==315.2 <=3513.03 -0.9705 -21701 0.6209 0.9176
>3613.03 ==9639.0 30761 B.8784 12,4211 138872

W Stat pvalue
Rain 07377 | BSB4TE-14
»=315.2 <=3513.03 09173 00247
*>3613.03 ==9839.0 0k326 1.5263E-08
Education grouped by Pop_den

Skewness Skew'SE Kurtosis Kurt/SE
Education 0.2138 -0.6761 -0.8616 -1.3623
>=315.2 <=3513.03 0.1246 -0.2787 -1.0154 -1.1352
=3513.03 <=9689.0 -0.2690 -0.6016 -0.9763 -1.0822

|

UM | Col 0 [Lne: 206 | Page:

1

Descriptive Statistics for Ordinal/Nominal Data
For data of type ordinal/nominal (discrete or categorical):

1. Select the Analyze menu Descriptive Statistics = Ordinal/Nominal option. The
frequencies and proportions are displayed for each nominal or ordinal variable.

Y ou might want to use this output to find sub-categories containing frequencies that are
insufficient to warrant further analysis.

Y ou can find further information on using Descriptive Statistics in the Descriptive Statistics
chapter of thismanual. Definitions of the statistics appear throughout the manual.

:§ Descriptive Statistics (Ord/Mom] : AIRPOLL2

File Edit ‘Window Help

|aisl

Education: 60

EIE

=

o [Z[u] [z =[5

DESCRIPTIVE STATISTICS

1] Proportion
9.000000 1 0.0166
9.500000 1 0.016E
9. 600000 i 0.0000
9.6505999 3 0.0500
9.500000 2 0.0333
EREEEEE] 1 0.0166
10.10000 1 0.0166
10.15999 2 0.0333
10.30000 2 0.0333
10.35999 1 0.0166
10.50000 4 0.0EER
10.50000 a 0.0000
10.6559099 2 0.0333
10.80000 4 0.0666
10.85999 2 0.0333

-

3

o [ [ [l

0 [Line: 108 | Page:

1
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Frequency Table Analysis

We discuss Two-way Frequency Analysis using the frequency table when you are starting from
the datasheet.

1. Toanayzeafrequency table, start by choosing the Analyze menu Tables option.
The Specify Frequency Analysis window is displayed. The window contains a two-
frequency table with datafields for row and column variables.

Specify Frequency Analysis

E ducation
Eup_dr:ap Colurnn ¥ ariable
orwhite
52 IHain
td ortality
swn wes | Total
Fiow Y ariable e |
Mo RN |
i~ Dirag Varniable Total ----------------------- o
e .
# Mizzing:
Cancel | Clear | Help |

2. Drag and drop variables to the Column Variable datafield, and the Row Variable
datafield.

3. If you choose continuous variable(s), the system prompts you to group that
variable(s). When you have grouped and placed both variables, click on OK. A
window is displayed with the two-way table and the default statistics.

18} Frequency Dutput- AIRPOLLZ - Nox and Rain [_ O[]
File  Edit Yiew Options Fomat ‘Window Help
Jariel =l [ = B|z|u
[
TESTS
[ Value | df [ pvalue |
[Pearsan's Chi-square | 59350 | 1] 0.0145]
TABLES
[Table of Counts:
>=10.00 >33.73 Total
<=33.73 <=128.00
»=1.00 <=79.17 13 43 =
=79.17 ==318.00 2 0 2
Tatal 15 43 )
[ UM | col 0 [Line: 58 | Page: 1

4. To change the output options, choose the Output option from the Options menu.
5. Inthe Output Options window, you can specify the types of Table, Measures, and
Tests.
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6. Click on OK. Optionsthat are not appropriate for the number of rows or columnsin
your table are grayed out.

7. You can select Options = Output from the Output window, check Min. Expected
Value in the Measures options, and press the OK button. Y ou can then compare this
new output value with the Chi-square valuein the table. A computed valuethat is
too small may indicate that the computed probability may not be accurate.

t- and Non-parametric Tests

Y ou can use the t-test option for single sample, or two samples (groups) tests. The two sample
analyses use either independent samples, or paired (matched) samples. To perform at-test:

1. Inthe Datasheet window, select the Analyze menu =» t- and Nonparametric Tests
option. The Specify t-test Analysis window is displayed.

Specify t-test Analysis

Two-group, paired and ohe-group comparisons of means

T i~ Twao-graup = Eaired = [Hre:graum:
Education Dutzome var aratled ariahlE
Honwhite

Mo [Monaly |

502

Girouping war. VeI
IF’UD_den I

7 g — Mull hypathesis Tl Fmathesis Hul Fypathesiss

Type: mesan diff. = iz el = e =

# Missing |D [i] 0.00 0.00

Cancell Clear | Help |

2. The Specify t-test Analysis window displays the datasheet variables and the choice
of three t-tests: Two-group (independent), Paired, and One-group (single sample).
Choose one of the three by dragging and dropping variable(s), from the list of
variables, into the datafield(s) for the required t-test.

3. After you drop avariable into one datafield, the datafields under the unused t-tests
are grayed out. If you change your mind about a variable, you can drag that variable
from the t-test datafield back to the list of variables.

Y ou can select two types of variables:

—  Outcome (dependent variables) and Grouping variables. For a Two-group test, you
need one Outcome variable, and a Grouping variable that divides the sample into two
groups.

— For aPaired t-test, you need two related Outcome variables, such as weight before
dieting and weight after dieting.

—  For the One-group test, you need only one Outcome variable.

If the grouping variable has more than two groups, or is ungrouped, you are prompted to
group/re-group that variable. When you choose the Group option, the Set Cutpoints window is
displayed.

4. After grouping/regrouping the variable(s), click on OK, and you return to the t-test
window. The grouping variableis displayed in the previously selected datafield
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5. When you are satisfied with your selections, pressthe OK button, and the system
displays the results for the t-test. |f you had selected a Nonparametric test output, it
isdisplayed at the end of the t-test resullts.

fj Two-group t and Non-param Tests : AIRPOLL2 - Mortality and Pop_den
Eile Edit Yiew QOptions Format Plots Betun ‘window Help
[ H [ = Blz|u|fE ==
[
DESCRIPTIVE STATISTICS
N Mean StdDev StdErr
Mortality 50 940.3316 £2.2124 8.0315
»>=315.2 <=3513.03 30 934.2400 E7.5727 12.3370
>3513.03 <=9599.0 30 9455233 56.8340 103764
Diff. of Means -12.2833 A 161205
Test Statistics :
[ [ twalue | df | pwalue |
|Pooled Variance ttest | 0FGT9] 550000 04491
|
[ UM | Col: 0 |Lne: 84 | Page: 1

Y ou can request the system to provide the Nonparametric test by selecting the Options menu
Output option. If you prefer, you can make your selections from the System Preferences
menu optionsin either the SOLAS 3.0 Main window, or the Output window menus.

t-test - Preferences
t-test and intervals i Monp tric tests
Ftst [ Spearman rank corr.
¥ Descriptive statistics [ Sign test
I Levene's test for equal variances [~ Signed rank
™ Confidence interval [~ Rank sum
%= (95.00
— Robust statishics
[~ Separate variance t-test
I™ Trimmed mean
=
¥ Do not wamn when editing

Save I Cancel I Help |

Two-group ttest

The two-group t-test checks for a specified difference in the population means using two
independent samples that include an appropriate outcome variable. By default, the system tests
the null hypothesis of equal population means “that the difference in the population meansis
zero”. You can also test the null hypothesis that the difference in the population meansis a non-
zero value. If you are testing a non-zero value for the difference, type that value into the null
hypothesis datafield.

When performing the two-sample t-test, you are assuming that you have normal data with equal
variances in the two groups. If the variances are not equal (according to the results of Levene's
test), there are three possibilities:

— You can use the separate variance t-test.
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— Transform your datato provide a“closer to normal distribution” with approximately
equal variance.
— You can use Nonparametric tests.
If the sample sizes are approximately equal, the two-sample t-test is quite robust.

Although the data are obvioudly not ideal for t-tests, let ustry using the air pollution data set -
Airpoll2. mdd for thistest. We will divide the population density into two groups, those cities
with a density less than or equal to 3000, and those above 3000. For the Outcome variable, we
will choose Mortality.
To perform a Two-group t-test:
1. Drag and drop an Outcome variable and a Grouping variable to the appropriate
datafields. A warning is displayed because Pop_den is a continuous variable. For
this example, we have to set cutpoints for the Pop_den variable.

Solas Information

group the variable for thiz analpsiz.

Cancel |

2. Inthe warning message window, select Group to group the variable Pop_den, and
the Cutpoints window is displayed.

3. Check the “Entering cutpointsin box below” option, then click in the cutpoint
graphics area to draw a cutpoint.

4. Click and hold the left mouse button on the cutpoint line, dragging the line up and
down to get the cutpoint number 3400 in the display field at the right-hand side of

the line.

& The variable you have chozen does not have groups. 'You must

Group by
" Dividing Range into Intervals of l:l Units Starting at I:l

" Dividing Range into || Groups of Equal Frequency
¢ Dividing Range into |:| Groups at Equal Intervals
@ Entering Cutpoints in Box below

9699.0 Group Frequencies Cutpoints

»3400.00<=3633.0 £ T

" Store Group Names
i Variable

Eleniis: >-315.2¢=3400.00 2

3152

ok | Cancel | Help |

5. If by dragging, you cannot get the cutpoint number to exactly 3400, just type the
number 3400 in the cutpoint display field. The line then moves to the specified

cutpoint number.
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Cutpoints []
Group by
" Dividing Range into Intervals of :| Units Starting at :|
" Dividing Range into || Groups of Equal Frequency
© Dividing Range into [ | Groups at Equal Intervals

(% Entering Cutpoints in Box below

9699.0  Group Frequencies Cutpoints

Rain
E ducalion

Pop_den

Nonwhite

How Range
Mortality

™ Store Group Names

in New Variable »=315.20-3480861 2
315.2

0K Cancel Help Clear
| | |

»3480.51¢=9893.0 2 |

6. Click OK to enter the cutpoint and return to the Specify t-test window.

Specily t-test Analysis

Two-group, paired and one-group comparisons of means

P -~ Tworgroup i~ Paired [ (e,
Educstion Dulcome var, Yealeble ] Wailotle
Nanwhite
Mow [Mortalty
502
Giouping var, (i
Pop_den
[ Prag¥asble | ) pypothesic Hilpetiesies | A hopettesie
Tope mean dif = mean dif. = mean =
# Missing 000 [} o0

[EE | concel | Clear | Help |

7. The Outcome (or response) variable is the variable being used in the test. The
Grouping variable is the variable that specifies the group for each case. Use the
Clear button if you want to remove variables from the datafields.

8. After entering the variables, click OK. The output is displayed in the Two-group t-
and Non-param Tests Output window.
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@ Two-group t and Hon-param Tests : AIRPOLLZ2 - Mortality and Pop_den

File Edit “iew Options Format Plotz Beun ‘Window Help
[ S = slzlu|lE ===
B
DESCRIPTIVE STATISTICS
N Mean StdDev StdErr
Martality [zi] 940.3516 52,2124 8.0315
»=315.2 <=3513.03 30 934.2400 B7 5727 12.3370
»>3513.03 «=0699.0 30 9455233 56.8340 10.3764
Diff. of Means -12.2833 TAA 16.1205
Test Statistics :
[ [ twalue | df [ pvalue |
[Paooled Variance t-test: | 07619 550000 0.4491]
[~
[ UM | Cal: 0 [Line: 64 | Page: 1

Note that the higher density cities have alarger mean value than the lower density cities.

The output options that can be selected for this window include the t-test, descriptive statistics,
Levene' stest of equal variances, confidence intervals (default 95%), and the separate variance t-
test. Additional output includes nonparametric statistics and robust statistics.

From an Output window, select Options =» Output to display the Output Options window.

Paired ttest

In running this test, you are assuming that the differences between numerical values for the
cases are normally distributed. If thisassumption is not at least approximately true, you should
consider transformations or Nonparametric tests.

By the nature of the design, the sample sizes of the two groups will be equal. The paired t-test
requires two Outcome variables, but no Grouping variable. The Cars.mdd data set was used for
the following example.

1. Dragand drop the desired variables from the Variables list to the relevant datafields.
In this example, we have two Ordinal variables being treated as continuous. The
system tests the null hypothesis that “the difference in the population meansis zero”.
However, you can type in anon-zero value in the datafield.

2. After you click on OK, the Output window displays the results for the t-tests
comparing two paired or dependent samples. 'Y ou can choose additional output by
selecting the Options menu Output option.
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Specify -test Analpsis

Two-group, paired and one-group comparisans of means

Paired o

Price Two-group Paired group
H_per_gal Dulcome var. Variable 1 Variable
Rear_Seat [Repair_77 | [
Trunk
Weioht Grouping|var. Variable 2
ength 1
Turning_Ci [ [Repair 78|
Displmnt
Gear_Ratio L e
Type: Hulll hypothesis - Hull Hull
Role mean dill. - mean diff. - mean -

Cancel | Clear_| Help |

The Output Options for the t-test include the t-test, descriptive statistics, confidence intervals,
nonparametric tests (sign test, Wilcoxon signed - rank test, and Spearman rank correlation) and
trimmed mean t-test. These can be set in the Output Options window.

One-group t-Test

Y ou use One-group tests when you want to test that the population mean is equal to a specified
quantity. Thistest can be helpful in quality control applications. The specified quantity may be
one that occurred in the past, or one that is expected by theory. The hypothesized value of the
mean is usually not zero. Rather, the hypothesized value of the mean depends on the chosen
variable. The output options include descriptive statistics, confidence limits on the mean, the t-
test, the trimmed t-test, sign test, and the signed rank test.

When using the one-group t-test, you are assuming that the data are normally distributed. If this
assumption is not approximately true, you should consider applying atransform, or using Non-
parametric tests. The Cars.mdd data set was used for the following example:

Specify t-test Analysis

Twa-group, paired and one-group comparizons of means

F‘rice_ = T E-areiE — Paired — One-group
Fepair_78 [Itcame war aratle Wariable
Repair_77

Headroom I I M_per_gal
Fear_Seat

Trunk, [ETGUpEimGE ar anatlEE

Weight I I

Length

Turning_Ci LI
 DEgeiEE— Wl ypathesis Wl ypothests Mull hypothesis :
Tope: meat difftt = mear diith = mean =

# Missing: ID.DD IU.DD |22.DD

Ok I Cancel | Clear | Help |

1. Drag and drop your chosen Outcome variable to the datafield from the list of
variables.

2. Enter the comparison mean value for the null hypothesis. Y ou can use the Clear
button to remove a variable from the datafield.

3. Pressthe OK button to display the Output window.
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E One-group t and Non-param Tests: CARS - M_per_gal
File Edit View Dptions Format Plot: Bewn Window Help
IAnaI j |1U j B IIQIIETE =
Al
DESCRIPTIVE STATISTICS
[ | N [ Mean | StdDev |  StdEmr__ |
[M_per_gal | 74 21.2872 | 57855 | 06725
Test Statistics :
[ [ tvalue | df [ pvalue |
[test: [ 10448 730000 ] 02595 |
|
=
[ UM | Cal 0 [Lne: 48 | Pager 1

Analysis of Variance
To perform an analysis of variance:
1. Start at the Datasheet window.

2. Click on the Analyze menu ANOVA option. The Specify ANOVA window is

displayed.

Thetest setup is similar to that for the t- and Nonparametric Tests window. Y ou enter the
outcome variables and grouping variables in the same way as for the t-test (see preceding

discussion).

One-way ANOVA

In one-way ANOVA, you are testing the null hypothesis that k independent population group
means are equal, as opposed to the t-test in which you are testing that two means are equal. In

this example, Mortality isthe Outcome variable, and the variable Pop_den has been grouped

into three groups.

Specify ANOVA

Bian — Oneway ANOWE——  — Two-way AN EVE ——
Education Cuteome war. [ tEamiE yar
ohwhite
Mox |M0rtalit_l,l |
So2 . -
Grouping war. [EraEtE warn |
IF'op_den I
(ErauphE varn, £
— Dirag Variable
Type: I | Fibsdditive: madel
i st (e imteracton]
Cancel Clear Help
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The main ANOVA output is the analysis of variance table with the usual F statistic and its p-
value. A small p-value signifiesthat the population means are likely to be different. In analysis
of variance, you are assuming that the casesin the population are normally distributed and have
equal variances. If you regject the null hypothesis, you may want to specify contrasts among the
sample means.

Contrasts
To specify contrasts:

1. Click onthe Options menu in the ANOVA Output window and choose Contrasts.
Four options are available. The last two assume that the grouping variable is
continuous (equal interval). Also see Chapter 6 - ANOVA in this manual.

2. Choosethe desired option. Y ou can also click on the Options menu and choose
Output.
Y ou can include the Kruskal-Wallis nonparametric test in your ANOV A output. Thistest uses
the ranks of the data, assuming continuous data. The null hypothesis being tested is that k
samples are drawn from k identical populations. If you have unequal variances, we recommend
considering transforming the data. Thisis particularly recommended when the sample sizes are
quite different.

Two-way ANOVA

In two-way analysis of variance, you need two grouping variables. The procedure isthe same as
that for one grouping variable. For this example, we have grouped the variable Pop_den into
three groups (as for the One —-way ANOV A previously) and the variable Education into two
groups.
1. Dragthe desired grouping variablesinto the Grouping fields and categorize as
necessary.

2. Drag the outcome variable into the outcome field and click OK.

Specify ANOYA

Fan o Hrear A IS - Two-way AN OWA——
Honwhile [HtEamme varn Outcome war.
0%
So2 I IMc-rtaIit_l,J
] el L= Grouping war. 1
I IF'Dp_den
Grouping var, 2
IEducatiUn
— Drag Yariable
Tope: I™ Fit Additive modsl
# Missing: [ho interaction]
Cancel | Clear | Help

3. The ANOVA output window is displayed.
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& Two-way ANOVA : AIRPOLL2 - Mortality, Pop_den and Education
File Edt Yiew Opton: Format Plot: Berun Window Help
A = elz[ul[= ===
DESCRIPTIVE STATISTICS |
N Mean StdDev
Maortality 60 940 3516 62.2124
»=315.2 <=3041.22 15 911.9333 52.3087
=3041.22 <=4509.05 30 947 2100 60.0266
=4509 .05 <=9559.0 15 955 1733 61.3458
==9.0000 <=10.86 26 970.7961 55.2651
=10.86 «=12.3000 34 917 1235 576178
==315., »=0.00 5 952 3589 478054
==315., »10.86 1o 891.7200 B0.5111
»3041., »=0.00 13 9711923 62.6501
»3041., »10.86 17 928 8705 52.3426
=4509,, ==0.00 g 951.6749 48,4310
=4509., =10.86 7 924 8557 62.6396
StdErr Min Max
Iortality 5.0315 750.7000 1113.0000
»=315.2 «=3041.22 16.0580 7507000 1015.0000
»3041 .22 <=4509.058 10.9593 §23.7959 1113.0000
=4509 .05 <=95599.0 15.8394 861.4000 1071.0000
»==8.0000 <=10.86 10.6363 44 0999 1113.0000 =
| [runa | [ ol o |umer 180 | Pager 1

Y ou can specify additional output by clicking on the Options menu Output option.

Regression Analysis

The X variable(s) is called the Independent or Predictor variable, and the Y variableis called
the Dependent or Outcome variable. 'Y ou should use the multiple regression option if you have
more than one independent variable, and you may also use it when you have asingle
independent variable. If you prefer, you can use simple linear regression when you have only
one independent variable.

To obtain simple linear regression or multiple regression results:
1. Click onthe Analyze menu in the Datasheet window.

2. Choose Regression. You can use regression analysis to study the relationship
between two variables, X and Y, or between a set of X variablesand one Y variable.

Simple Linear Regression

1. Choosing Simple Linear Regression from the two Regression options displays the
Specify Simple Regression window.

Specify Simple Begression

Rain f W aniable 5 W ariable
Education [Dependent] [Predictor]
Norwhite:

Mox IMortaIit_-,l = Intercept + Slope IF'op_den + ermor
So2
— Drag Yarable

Tuype:

# Mizzing: K el Heg
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2. Dragthedesired Y and X variables from the list of variablesinto the appropriate datafiel ds,
and click OK.

ﬁ Simple Regression : AIRPOLL2 - Mortality by Pop_den

File Transform Modify Select Usze Rerun MWiew Options ‘Window Help
1120 .
1100
1050 .
1050
1040 .
1020 o . b H
1000 4 - . 4
S s A
E 30
= w40 o
20
- -
900 s LA
w0 * *
260 - & Statistics - AIRPOLLZ - Mortality by Pop_den
240 ~
:EE 1 N Pearson_r p_value R_sqg sqrt_ResM3 j
780 60 0.2177 0.0947 0.0474 61.2410
S —
0 1000 a| Linear Regression Equation
Mortality = 906.6189 + 0.0088*Pop_den
|60 Cases |0 %elected [0 Missing |0 Hidden |0 Unmused X = .00 T = .00

The output is a scatterplot with the Y variable on the vertical axis, and the X variable on the
horizontal axis. A least squares regression line will be drawn on the scatterplot.

A Regression Statistics window will be in the lower right hand side of the screen. The
regression statistics include:

- Samplesize

—  The Pearson product moment correlation and its square

—  The p-value computed from atest of the null hypothesis that the population correlation
is zero.

This p-value is the same value you get when you test that the population slope coefficient is
zero.
In interpreting the regression model, it is useful to keep in mind the two basic models; the fixed
effect model, for which the Xs are chosen at fixed levels; and the variable X model, for which
multiple measurements are made on a single sample. With the exception of the interpretation of
the sguared multiple correlation, the correlations are not used in the fixed X models.
If the relationship between the variables does not appear to follow a straight line, you may want
to transform either the X or the Y variable.

To transform avariable:
1. Click onavariable name on the Scatterplot X or Y axes.

2. Click on the Output window Transform menu, and choose an appropriate
transformation. The Scatterplot changes to display the transformed variable. The
statistics also change.

3. |If thereare outliers (points that are distant from the regression line), you can see the
effect of removing them. Start by going to View menu, and choosing Toolbox.
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4.

ﬁ Simple Regression : AIRPOLL2 - Mortality by Pop_den
File Transform Modify Select Use Bemwn Yiew Option: Window Help
1120 o . %= Tool Box B
1100 4 I I N
1080 4 . Ll = QI
1080 ‘ ol|e !
1040 4 .
1020 4 + K A Q& DJ
& M H|Om|O
T 90
£ %0 H|O) O =
2 w0
%20 o Him|O|m
‘A
o ] £ et mjmjm|m
860 o i Statistics - AIRPOLL2 - Mortality by Pop_den
840 o a
:Eg i N Pearson_r p_wvalue R_sq sqrt_FResMS j
a0 60 0.2177 0.0947 0.0474 61.2410
e —
0 1000 2| Linear Regression Equation
Mortality = 906.6189 + 0.0088*Pop_den
|60 Cases [0 Selected [0 Missing 0 Hidden [0 Unused X = .00 ¥ = .00

Click on the arrow at the top of the Toolbox and the arrow will be enabled. Then
select a possible outlying point and click onit. The point will enlarge dlightly,
indicating that you have chosen it.

Click on the Use menu, and choose Do Not Use Selected Points (Local) if you just
want to try out the effect of removing the chosen points. If you want the pointsto be
grayed out in the datasheet and not used in other analyses, choose Do Not Use
Selected Points (Global).

If you want to see alist of the additional statistics and options that are available, select the View
menu. The View menu offers Descriptive Statistics, an ANOVA table (for testing that the
population slope coefficient is zero), Plots (to check for Normality Probability and Residuals),
and Diagnostics. The View option also includes additional outputs that you can add to the
Scatterplot.

6.

You'll find simple linear regression useful for visualizing the relationship between
the Y variable and each X variable that you might use in amultiple regression. This
is an easy-to-use screening tool for finding outliers, and roughly checking the linear
model.

To close the Simple Regression window, click on the box in the upper right-hand
corner of the screen.

Multiple Regression

1.

For the Multiple Regression option, choose the Y variable and click the OK button
to display the Output window.

Select ¥ Variable
Y Variable:
o
Education
Pop_den C. 1
Nonwhite ﬂl
Nox
So2 |
Mortality hel
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[ Multiple Regression : AIRPOLL2 - Nonwhite

File Edit Model Wiew Options Berun ‘wWindow Help

N Multiple_R  R_sq Adj_R_sq sqrt_ResMS
58 0.0000 0.0000 0.0000 8.9693

Multiple Linear Regression Equation
Nonwhite = 12.1190

Variables in model ]
Uariable Coeff SE_coeff F_to_R p_value t_value

Variables not in model

I

Variable Partial_v F_to_E p_value t_value =
Rain 8.2125 2.65 8.1093 1.63 e
Education -8.1792 1.86 8.1784 1.36
Pop_den -8.8193 a.e2 08.8855 a.14

L

2. Youwill seetwo windows. One window displays the variables in the model, and
one window holds candidate X variables. Y ou can enter each variable into the
model by dragging the variable from the Variables not in model window to the
Variablesin model window. As soon asyou drag a new variable into the model, the
equation changes to reflect the presence of that variable.

Y ou can modify the size of each of these windows by moving the cursor to an edge, holding
down the mouse button and dragging the window edge until you reach the desired size.

If you prefer an automatic stepwise regression, you can click on the M odel menu and choose the
Automatic Stepping option. If you choose Automatic Stepping, you can select appropriate
minimum F-to-enter and maximum F-to-remove values for forward stepwise regression. Make
sure that your F-to-enter value islarger than your F-to-remove value. The system default value
for tolerance is0.001. A zero intercept can be specified if dictated by the model.

Automatic Stepping

Madel Parameters Stepping Parameters

Talerance |0.0070 F-to-enter 4.0000 j

Intercept | Mon-zero VI Fto-remave  |3.9360 ill
Method  [Forward =]

™ Step-by-step Intervention

oK I Cancel | Help |

2. After you set the parametersin the Automatic Stepping window, press OK to view the
stepwise regression.

4. |If you choose Change Equation from the M odel menu, you will see alist of the
candidate X variables that you can drag to the Variables in model window. Click on

the desired variables and click OK. The variables move to the Variables in model
window.
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W ariables in Pool: Wariables in Madel:
Rain ) - M ortality

o g =]
— Dirag Warnable
Type:

# Mizsing:

Cancel | Help |

While interpreting the regression model, it is useful to keep in mind the two basic models:

Fixed effect The model in which the Xs are chosen at fixed levels.
Variable X model The model in which multiple measurements are made on a
single sample.

With the exception of the interpretation of the squared multiple correlation, the correlations are
not used in the fixed X models.

Change Pool

Y ou can remove variables from the candidate pool by choosing the Change Pool option under
the M odel menu.

Change Pool

Wariables in Poal: Wariables not in pool

R ain -
E ducation _I

Fop_den LI

— Dirag Yanable
Type:
# Miszing:

Cancel Help

Change Model Parameters

The Change M odel Parameter s option allows you change the tolerance level, make an
intercept zero, or change the percentage of excluded cases at which the system generates a
warning message.

Model Parameters

Intercept I Mon-zero ¥ I

“wiain if more than lﬁj‘ % of Cazes are Excluded

oK. I Cance\l Help |

For more information about Simple Linear and Multiple Regression, see Chapter 3 — Regression
in this manual.
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Plots
Six different types of output plot are available:
—  Scatterplot, Histogram, Boxplot
— Barchart, Normal Probability Plot, Means Comparison Chart

All the available plots are described in Chapter 7 of this manual, and the “use of a Histogram in
dealing with outliers’ is described earlier in thistutorial. For the purpose of this section of the
tutorial we will discuss the Scatterplot.

All of the functions associated with plots can be selected from the menus of a plot Output
window:

@ Scatterplot - MI_TRIAL - Transfl by MeasA_1 |_ (O] x|
File Tranzform Modify  Select Use Heplot Wiew Options  Window Help

|50 Cares |EISelected |1H:i55:ing' |E|H:i.d.d.en |0Um15ed |x=.nu |Y=.DEI

Each of the menus and their functionality are described in the following sections:

File menu

The File menu comprises the usual Save, Print, and Close functions, and an Unlink function
that is described in Chapter 1 — “Data Management — Link manager”.

Transform menu

From the Transform menu the user can select from a choice of eight basic transform functions
which can be directly applied to the plot variables. Highlighting a variable name in the plot
output window enabl es the transform functions in the menu, with the exception of the Undo
Transform function, which is only enabled immediately after applying atransformto a
variable. After using the transformed variable, the function is disabled for that variable.

il Scatterplot : MI_TRIAL - MeasA_2 by Measf_1
55 Beplot Wiew Oplions

Window Help

log
In
st
sqlx2)
- &4p [57%)
7 I *
@
o n
=
cos
e | e "
20 A
180 ]
160
140
120
— T T T T T 7T T T T
L] B0 100 120 140 1D fB0 200 220 240 Ze0 &0 0O 320 340 360
50 Cases |3 Selacted [4 Missin, o [0 Hidden [0 Unused D¢ = 25z 00 ¥ = z15.00
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Highlighting a variable name, then selecting a transform function from the menu, displays the
following message:

The following varable will be created in the datasheet as
a rezult of the requested transformation:

Yar23

7 | Deletelastanstamed variatle o e datasheet

Cancel |

After transforming the selected variable, the Undo Transform function is enabled where you
can undo the transform and del ete the transformed variable from your datasheet. Y ou can then
apply adifferent transform function to the same variable. Y ou can also make several different
transforms of the same variable that can be stored in your datasheet. The Undo Transform
function remains enabled for avariable until that transformed variable is used, after which the
variable(s) can only be deleted from the datasheet.

Modify menu

Using the functions in the M odify menu you can set the Shape, Size and Color of the pointsin
aplot.

i Scatterplot - MI_TRIAL - MeasA_1 by invMeasA_1 i3 Scalterplot : MI_TRIAL - MeasA_1 by invMeash_1 [_ O] x]
File Transforn | Modify Select Use Replot View Options Window Help File Transform  Modiy Select Use Repiot Yiew Oplions Window Help
Size » ]
000800 b 000800
Color y 5O
000750 | o 000750
Beset
ooy ——— 7 000700
7] 00ms0: Equal Scaling ;\ 000850
T vonenn Reset Seale G 00000
& St Ages, H
2 oo A £ oo
S oomon Set Qrign S omoo -
£ B A £ .
0.00450- - 0.00450- .,
w0000 Zoom to Sekected Poirts | "0 g a00400 R
000350 \ 000350 ety
o] e o
000300 ° . 000300 .
0.00250- L] 0.00250-
— T T T T T T T T T T T — 77—
10 140 160 180 200 220 40 60 260 300 320 M0 360 380 400 120 140 160 180 200 220 240 260 280 SO0 20 0 IO [0 400
MeasA_1 MeasA_1
[50 Cosec | |43 Seiecred | |3 Hiseing |0 Madimn |0 Goced %= 00 [T - 00 [50 Casee | |0 Selected |1 iissing |0 Madden |0 Umased [X- 00 [¥ - 00

The picture above right shows a scatterplot of the transformed X variable - invMeasA_1 by Y
variable - MeasA_1 (its non-transformed values). Note that the symbol shape preferences have
been modified from triangular to round using functions in the M odify menu.

Y ou can set the Axes and Origin of a plot using the windows shown below:

Set Axes

X Asis ¥ Axi

Scale Scale Set Origin
(mn--.;f;a.;;  Custon [o Default Custom - A

From [2505-0|To [2-000] || From [12000 | 7o [$00.00 | Cancel | * Default & Default

" Custom |2.50E-03 " Custom |120.00
By By |[2000 Reset Axce |
Help | 0K I Cancel | Heset Origin | Help |
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Y ou can also Zoom and Unzoom to/from pointsin a plot that you have selected using the
mouse pointer. There is also away to select multiple pointsin a plot using the Toolbox, thisis
described later.

Select menu

Using the functions in the Select menu you can Select All pointsin aplot, invert an individual
selection of points using the Toggle Selection function, and Select from Binary_Var to display
alist of binary variablesin your datasheet. If you have not assigned binary variables, this
option is grayed out.

i Scatterplot : MI_TRIAL - MeasB_0 by sqMeasB_0

Fie Tianstom Modiy | Select Use Heplot View Oplions Window Help

o000
100
00
000
12000 .
1000 . s
oo . Yariable:
3000 B

Togdle Selection . . "
L Select from Binary ¥anable

soMeasB_0

8000
7000
5000
5000
4000
3000

Cancel

il

Help

MeasB_0

e

The system displays the Select from Binary Variable window. All Binary variablesin your
datasheet are displayed in the Variable listbox.

The value of each case of the binary variable determines whether the point representing that
caseis selected. Enlarged points, indicating that they are selected, represent all the cases for
which the value of the binary variableis equal to 1. Normal-sized points, indicating that they
are not selected, represent al the cases for which the value of the binary variable is equal to 0.

The Select from Binary Variable option lets you use any existing nominal variable with two
categoriesto select points in the plot.

Use menu

The Use menu functions allow you select/de-sel ect pointsin your plot. Points can either be de-
selected locally (Do Not Use Selected Points [L ocal]) which affects only the selected pointsin
the current plot, and highlights those points in the datasheet. When you use the Do Not Use
Selected Points [Global] function, then all current results/plots/linked results from the same
datasheet will be affected by the selection (hot visible in plots), and the selected points/cases
will be grayed-out in the datasheet.
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i Scatterplot - MI_TRIAL - MeasB_0 by sqMeasB_0 oI
File Iransfora Modfy Select | Use Replot View Options Window Help
Do Not Use Selested Points (Locall
Do ot 5= Gelesizd Points (Glo55]
cints

16000 o
15000 -
14000 o
13000
12000 .
11000 .

10000 - .

000 - +

2000 o N

7000 o
5000 - .
5000 + .

a0 4 .

2000 o

saMeasS_0

T T T T T T T
G0 85 70 5 30 85 80 85 100 105 110 115 {20 125
mMeasE_0

50 Gases | 1 Selected |0 Missing |0 MidMen |0 Unmzed | =92.00 |¥ = as6d.00

Replot menu

From this menu you can use the Specify New Scatter plot function to employ different variables
in the same design, or in a different design. Y ou can also use the M odify Current

Scatter plot function to dynamically change the plot, observing the effects of using different
variables on the output.

Another way of dynamically modifying a plot output is by using the Toolbox in conjunction
with the View menu Lines option. Thisis described in the next section.

View menu

This menu has selections that allow you to view information relating to the points (cases)
comprising the plot output and to display statistics for the plot. The following functions are
available:

— Re-sizing aplot output window, displaying alegend panel, status bar and labels (case
numbers).

—  Showing/hiding points and groups, adding lines to a plot, displaying the descriptive
statistics, and displaying the Toolbox.

i Scatterplot : MI_TRIAL - sqMeasB_0 by MeasA_0 grouped by MeasB_2 M= E3

Fie Transfom Modiy Select Use Replol | View Oplions Window Help

Fit Flot o Window
0 MessE 2 Descriptive Statistics
380 o1, 4 eos00ncanas Label
40 —
LWl e mmenn | v Legend
7222122000
< m + N v g_xamsaa.
g om Lines ',
G . ShovGeiaed '
poes . . i1 BElested oy
= .
0 .. a2 H A Poits
120 A Sl Il Paints:
160 R . Hide A1l Foints
1w e —
e TooBm —
00 S0 00 ST TWOT WD 15000

sqMeasE_0

[0 Gases |3 Seteotet |3 Missing | |0 Miaden |0 tomeed [E= 00 [¥o o0

The Fit Plot to Window option allows you to re-size the output window by moving the mouse
cursor over an edge, or the lower right-hand corner, and dragging to the desired size. Then
select this option to fit the plot into the re-sized window.
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The Descriptive Statistics option displays a window showing the default statistics for a plot.
Selecting the Options menu Output option in this window displays an Output Options window
that allows you select additional statistics for display.

Checking the L abel option displays the case number from the datasheet for the point(s) selected
by the cursor, or from the Legend panel.

Checking the L egend option displays a panel showing the symbols used, the name of the
grouping variable, and cutpoints for the groups. Clicking on a symbol selects (highlights) all the
points associated with the selection in the plot.

Checking the Status Bar option displays the Status Bar at the lower end of the plot window.
This shows the number of casesin a datasheet, how many points are selected in the plot
window, how many cases are missing, how many points have been hidden, and how many cases
are unused. Also the case valuesinthe X and Y variables which form the co-ordinates of a
selected point in the plot.

The Lines option allows you to place aLinear Fit line, and Reference linesfor Mean X and
Mean Y inthe plot output. You can also generate aLine plot. After placing alinein aplot,
you can apply different Confidence Bandsin the range 0.90, 0.95 and 0.99.

TheZero X lineand Zero Y line options are enabled when either axis contains a zero value.

They = x Line option draws aline which hasa dope of 1. The origin of the y-axis hasto bein
the range of the x-axis to enable this option.

The Descriptive Statistics option displays default statistics that are set by the system. These
results are for the Scatterplot shown below.

7H Descriptive Statistics [Cont/Int/0rd) - MI_TRIAL

File Edt Options ‘window Help

Jaial =0 = B|s|U
MeasA_0 grouped by MeasB_2 [

[i] Mean StdDev Variance

MeasA_0 47 2839787 51.6187 2RB4.4995

>=56.000 ==75.12 10 210.6000 45.4530 2161.6000

»78.12 «=100.61 16 2403750 442385 1957.0500

=100.61 ==122.000 2 255.0000 39.5558 1585.5000 J
Min Max

Meash 0 153.0000 372.0000

>=58.000 <=75.12 153.0000 300.0000

»78.12 <=100.61 162.0000 321.0000

=100.61 «=122.000 186.0000 372 .0000

MeasA_1 grouped by MeasB_2

[ [ 1] [ Mean [ StdDev | Variance |
[hdnocn 1 1 A7 1 2AE_AAES | Foo=7a | ERE=E ;I

[ UM | o 0 [Une: 557 | Page: 1

Y ou can select the Options menu Output option to display the Descriptive Statistics - Output
Optionswindow. Here you can select additional output results for display.
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i Scatterplot : MI_TRIAL - sqMeasB_0 by MeasA_0 grouped by MeasB_2 M= B3

Fle Transform Modlfy Select Uss Beplot View Opfions Window Help

Tutorial
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Y ou can use the Toolbox option to select a point, or a group of pointsin a plot, zoom to points,
and change the symbol shapes, and colors.

i Scatterplot : MI_TRIAL - sqMeasB_0 by MeasA_0 grouped by MeasB_2 M= B3

Fle Transform Modlfy Select Uss Beplot View Opfions Window Help
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An example of using the Toolbox selection cursor is shown above. Simply click on the Select
tool in the Toolbox (as shown), click and hold on your start point in the output window, then
drag the cursor around your selected points to encircle them with aline.

Release the left mouse button to highlight the selected points (as shown below), then open the
Use menu where you can select a“Do Not Use” function.

i Scatterplot - MI_TRIAL - sqMeasB_0 by MeasA_0 grouped by MeasB_ 2 [Hi[El B3
File  Tramsform  Modify  Select | Use Replat Wiew Options  Window Help
Points [Local]
4 oot sz Selested Farmts [ obal
- MessB2 Use Selscted Points e
O] 4 5=56.000c=BE .
| g sEeTee-T222 Use Al Points
o 30 v T
>7222¢= 122000 H
4 s A hd . I ¥
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260
T $+ +
2 w0 o . + 1 M
240 * L3 .
220 . +
200 . ot .
180 4 s * . *
160 4 . L4 .
10 4
— T T T T T T T T T T T T
2000 5000 7000 2000 11000 12000 15000
sqMeasE_0
50 Cazes | O Selected |3 Missing |0 Fidden |0 Uomsed | X = 4025 35 | ¥ = 255.36
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After selecting afunction from the Use menu, the plot output changes accordingly as shown

below:

i Scatterplot - MI_TRIAL - sqMeasB_0 by MeasA_0 grouped by MeasB_2  [i[=] E3

Flle

Transfom Moy

Select Use Replot View Options Window Help

a0
.60 o
0 o

TessE_2

A& 2=TE00056 T4
@ »DETH=T22

o a0 Al ez | Y +
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] ]
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o e g *
240 o 43 * *
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[50 Cores |3 Sulosted | |3 Hiseing | |0 Sadien [0 thwed |8 - 035,35 |¥ - 255,38

Y ou can revert to the original plot output by selecting the Use All Points function, then
continue selecting different points to exclude. Note that the L abel option has been selected to
display the case numbers for the excluded points.

Y ou can also select discrete points using the mouse cursor, or select groups of points by clicking
on asymbol in the Legend panel.

Options menu

Selecting the Statistics option displays Linear Regression statistics window. The statistics
displayed are the default calculations. Statistics for the above Scatterplot are shown below:

Statistics : MI_TRIAL - MeasA_D by sqMeasB_0

N Pearson_r
50 0.3539

p_value
0.0117

R_sq
0.1252

Linear Regression Equation
MeasA_0 = 190.2264 + 0.0061*sqMeasB_D

Intercept

Slope

I

Estimates

190.2264
0.0061

SE

25.9773
0.0023

t value

7.3228
2.6216

sqrt_ResMS
52.5655

p_value

2.3978E-09
0.0117

LI

LD_!,

Selecting the Diagnostics option displays the Regression Diagnostics for your Scatterplot. The
Diagnostics for the above Scatterplot are shown below:

egression diagnostics : MI_TRIAL
Ei Edit Analyze Plot window Help
ga:g;sses MeasA_8| Predicted Residual PI_Lower PI_Upper | sqMeask_@ ﬂ
YUar RUar
1 177 264 .58 -87.58 157 .61 371.55 12100. 80
2 165 238.90 -73.90 121.41 34640 7921.080
2 2708 24569 2531 138.68 352.69 9625.600
L 276 24925 26.75 142.40 35609 9684.080
5 aea 277.2% 28.75 169.21 385.29 14161.68
] 198 235.68 -37.68 127 .86 343 .49 7396.6808
7 147 272.92 -125.92 165.34 380.49 13456. 08
8 a 272.92 L8 .08 165.34 380.49 13456. 08
9 213 218.64 -5.64 108.22 329.06 L4624 .08
18 276 245.69 38.31 138.68 352.69 2625.00 J
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The Add Var to Datasheet option has a menu with three selections that allow you to choose
pointsin your Scatterplot, and store these as Group, or Binary Variables.

Store Selection asBinary Var

Selecting this option allows you to create a Binary Variable in the datasheet based on the
selected pointsin the plot. Using the cursor or the Toolbox, simply select pointsin the plot,
then select this option. Y ou can rename the Binary Variablein the Variable Name datafield.
The Binary Variable you create is appended to the datasheet.

Store Selection as Binary Variable

Variable Name -

Status Data Value Group

[ ] [eowr |
o] [wowr ]

0Kk |  cancel | Help |

Selected

Unselected

The selected items represent cases for which the Binary Variable will have value 1. The
unselected item(s) in the plot represent cases for which the Binary Variable will have value 0.

Store Symbolsas Group Var
Selecting this option allows you to create a Nominal Group Variable in the datasheet based on
the selected symbolsin the plot.

NOTE: If al the plot symbols are the same (distinguished only be color), you will need to
change the symbol shape of the selected points, using the M odify menu, for this
option to be enabled.

Group Variable
Variable Mam

=
=
s ° H
<

p LOHOE,

2

Indefined

Indefined

= = =
H

H =

3 H

2

5

%

Help |

The system displays the Store Symbols as Group Variable window. Each field in the window is
prefilled, based upon the group symbol shapes that are defined in the plot. The new Group
Variableis given adefault name, data values, and group names. Y ou can edit the default names.
The Group Variable that you create is appended to the datasheet.

Store Colorsas Group Var

Selecting this option allows you to create a Nominal Group Variable in the datasheet based on
the selected colorsin the plot.
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Store colors as Group Yariable

Variable Name :

Group

o
-k
2
[x]
=
2

Group

ndefined

Undefined

ndefined ndefined

w0

ndefined ndefined

=

I |

[

ndefined ndefined

Cancel |

Each field in the Store Colors as Group Variable window is prefilled based on the colors
defined inthe plot. The new Group Variable with its default name, data values and group
namesisdisplayed. You can edit the default names by double clicking on a default variable or
group name. The Group Variable that you create is appended to the datasheet.

Understanding the Link Manager

All of your results (analyses and plots) are linked to the datasheet (or frequency table) from
which they were derived. Unless you break the link, a change in the datasheet is reflected in all
of the results derived fromit. Similarly, if you make a change to aresult in an output window
(regression or plot for example), the datasheet being used will reflect the change, and if the
changeis global, any other connected (linked) results will be affected. For example, suppose
you add a case to a datasheet from which you have obtained three scatterplots, a multiple
regression, and descriptive statistics. A new point will appear in the scatterplots, and both the
regression and the descriptive statistics will be recomputed.

If you omit a point (globally) in one of the scatterplots, the case will disappear from all three
scatterplots, and the case number will be grayed out in the datasheet (indicating that it isnot in
use). Finaly, the regression and descriptive statistics will be recomputed without the omitted
point. Your point selection is also reflected in al linked windows. If you highlight a set of
points in one of the plots, the corresponding cases will be highlighted in the other plotsand in
the datasheet.

How the Link Manager Operates

The Link Manager comprises a powerful set of tools that you can use for screening data. Using
the facilities provided by the Link Manager, you quickly demonstrate the effects of transforming
your data, removing outliers, including or excluding variables, etc. Also, you can readily pick
out related cases in various representations of the data. However, you need to understand how
the Link Manager operates in order to use it to its full advantage.

The Link Manager maintains linkage between a datasheet, or frequency table, and all of its
results. Certain kinds of changes automatically update all open linked windows immediately.
These include adding or deleting cases, changing data values (including redefining a variable
using atransformation), and changing a variable name.
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Unless the change will invalidate open results, you will receive no warning about these updates.
Y ou may want to unlink certain results so that you can compare the results obtained before, and
after amodification. Alternatively, you may prefer to copy the original datasheet and maintain
two treesin your exploration of the data.

NOTE: Whether or not you unlink results, it is good practice to save a copy of your original
data under a different name until you are sure that you no longer need it.

Examples showing how the Link manager operatesin local and global modes are given below.
For amore detailed explanation of the Link Manager functionality, see Chapter 1 — Data
Management.

NOTE: Adding or deleting cases and variables, or modifying variables in a datasheet will
affect ALL results for that datasheet. Thus changes to a datasheet are treated as global
changes.

Using the Link manager in Local Mode - Example

Using acopy of the datasheet mi_trial.mdd. (FILE2) we transformed the variable MeasA 1
(Transf1 = x**2) and then generated a scatterplot:

atasheet : FILE2
File Edit Wariables Lse Analee Plot Fomat View ‘Window Help
ég:zis MeasA_@8 HMeasA_1 Transf1 HeasA_2 sqieasn_2 Iﬂ
28 386 e 95481 .08 207 88209 .00
29 219 188 32400.00 123 1512908
20 21 315 99225 .08 32 9734400
31 195 129 16641 .08 114 12996 .00
32 25% 264 69696.08 255 65025.88
23 372 399 159201.00
34 183 188 32400.008 198 39204008
35 312 a6 93636.00 318 161124.88
36 204 135 18225.08 168 2822408 J
37 192 174 20276.00 177 21329.00
38 174 186 34596008 168 28224008
39 32 291 84681.08 278 72960.08
4o 269 57 127449 .00
1 273 279 77841 .08 282 79524 08
42 297 288 82044 08 279 77841 .00
h2 27A 241 AR121 AR 2LC ACO2L AR x
Kl o |

& Datasheet : FILEZ

File Edk Variables Use Analyze | Plot Fomat View Window Help

prm | v | SECTONIGE e |
60 cases - =

Histogram...

1 177 11
Boxplot...

2 165 Bar Chart 78
Mormal Probability Plat...

3 278 Means Comparizon Chart... 255

L 276 Z7ré FoT/6. W 297

5 ané 294 86L436.00 297

] 198 228 51984._80 162

-
Kl i 2|
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a Scatterplot : FILE2 - Transf1 by MeasA_1

File Transform Modify Select Lse

Beplot View Options 'Window Help

Chapter 8: Tutorial

JH[=E3
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Selecting the Toolbox from the View menu, then choosing the Select tool, we select a number
of cases from the plot that highlights the casesin the plot and the datasheet as shown below:

m|O|o|mj<

Scatterplot : FILE2 - Transf1 by MeasA_1 [_ O] <]
File  Transform  Modify  Select

Use Replot Yiew Options Window Help

400
380
360
340

T o
g 300 o
o280 4
o204
T
20
200 4
180 o
150 o .
o o -
120 o
e e
WO00 F0O00 50000 FOOOO 80000 110000 130000 150000
Transf1
‘50 Cases |0Se1=cted ‘1}ﬁssix\g ‘D}ﬁddm |0Y.hsed X = 65196.63 | ¥ = 353.04

From the Use menu, we select the Do Not Use Selected Points[L ocal] option.

Edit Variables Use Anabze Plot Format View Window Help

18 vars Heasn @

Heasa_1

Transf1

Measn_2 sqleasA_2 |«

198 51984.60 162 26244 .00

147

321 a1 183841.88 336 112896.088

213 213 45369.00 21 48481 .08
18 276 216 L6656.00 252 635084.008

276
192
297
222

9180900 77841.00
81225 .00 56169.00

76176.00
36864.00
88209.00
49284 .60

218 44100.08
2708 72900.00
287 42849 .08

=

222 |

49284 .60
66564 .00
74529 .60
00080680
68121.8

23489 .00

246 ‘ 5851608
279 7784168

252 63584 .08

147 21609.ua_l;|
AR7|
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Next we selected L abel from the View menu of the plot output window, and also used the
Zoom function in the Toolbox to help display some of the selected cases to be excluded from
the analysis.

i Scatterplot - FILE2 - Transf1 by MeasA_1 [_ O[]
File  Iransform  Modify Select Use Beplot Yiew Option: Window Help

26 4
20 4 LA
25 [ R

20 4 4

2% 4 ot

270 4
266 4 %
260 4 Yl
266 o
0 4 gz
25 4
240 4

Meass_1

T T T T T T T T T T T T T
£2000 64000 BB000 63000 70000 72000 74000 76000 73000 S0000 52000 54000 56000
Transfi

[Boomed | [ 49 Selected | |1 Fassing | |0 Fadien [0 Used | X = 410103 |7 = 283,01

Selecting the Options menu Statistics item displays the Statistics window showing the modified
Simple Linear Regression results for the remaining cases:

Statistics - FILE2 - MeasA_1 by Transfl

N Pearson_r p_value R_sq sqrt_ResMS
30 0.9843 1.2080E-22 0.9689 11.4219

Linear Regression Equation
MeasA_1 =118.9952 + 0.0019*Transfl

Estimates SE t value  p_value
Intercept  118.9952 4.0785 29.1761 1.6757E-22
Slope 0.0019 6.561E-05 29.5299 1.2080E-22

Selecting the Use menu, then Use Selected Points, displays a window showing the Simple
Linear Regression results using all cases in the datasheet:

Statistics - FILE2 - MeasA_1 by Transfl k
N Pearson_r p_value R_sq sqrt_ResMS
49 0.9882 1.7620E-37 0.9765 9.4851

Linear Regression Equation
MeasA_1 =118.2967 + 0.0020*Transfl

Estimates SE t_value  p_value
Intercept  118.2967 3.2706 36.1694  1.7520E-37
Slope 0.0020 4.506E-05 44.1756 1.7520E-37

Y ou can continue to select/desel ect cases and choose output options either from a plot output
window or the datasheet, at the same time monitoring the effects of including/excluding
points/cases from your analysis.
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NOTE: In*“Local” mode, when you select points/cases, all open Regression/Plot outputs for
the datasheet will show the highlighted points, but only the output results window
from where the “Use Cases’ options was selected will be subject to the modified
analysis.

Using the Link manager in Global Mode - Example

Using a copy of the datasheet mi_trial.mdd (FILE2) we transformed the variable MeasA_1
(InvMeasA_1 = Inv(1/x)), generated a scatterplot, then selected some cases using the Toolbox
Select tool, and from the Use menu, selected the Do Not Use Selected Points[Global] option
to display the output shown below:

i Scatterplot : FILE2 - invMeasA_1 by MeasA_1 [_ o] <]
File Transform Modity Select Use Replot View Options Window Help
400 A .
380 4
360 4
40 4
- w0 Y
a4 00 o
B a0
o
260 4 ~
2 ~
z20 e,
200
180
160
140
120 4
0.00250 0.00350 0.00450 0.00550 0.00650 0.00750
invtleass_1
[50 Cases [0 Selected |1Missing [0 Mudden [0 Umsed [R= 00 [¥= 00

Notice that the selected cases are missing from the above plot, and that the same cases are
“grayed out” in the datasheet shown below:

tasheet : FILE2
File Edit Variables Use Analyze Plot Farmat Wiew ‘Window Help \
ég:ms HeasfA_4 Varid Var1? sqbleasf_1 invHeasA_1 ﬂ
8 192.088 1 1 183641.00 3.12E-83
[ 297.60 1 2 45369.08 L4.69E-83
18 321.00 1 2 4665600 4._63E-83
L 213.80 1 1 82944 08 3.47E-83
i 216.080 1 1 9180908 3.30E-83
i 288.00 1 1 81225 .08 3.51E-83
t:3 383.080 1 1 7617608 3.62E-83
15 285.00 1 2 36864.00 5.21E-83
4 276.688 1 1 8820908 3.37E-83
17 192.80 1 2 49284 .08 4.50E-83
18 297.80 1 2 49284 08 4_50E-83
i 321.00 1 2 6656400 3.88E-83
2% 213.060 1 1 7452900 3.66E-03
el 216.080 90600.08 3.33E-83
a7 288 _AQ a [ AR474. 00 2 nar-nilll
Kl ] H

Now, the “deselected” cases will be excluded from any linked or new analysis using this
datasheet. Selecting the Use All Cases option in the datasheet Use menu will restore deselected
case(s), but the datasheet and the linked results should be saved to anew file. In Global mode,
the Use All Cases action can ONLY be performed from the datasheet, and NOT through the
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Use menu of an output window. See “Recommended Methods for Observing the Effects of
Modifications to your Data on your Output Results”’.

i Scatterplot - FILE? - Transf1 by MeasA,_1 [-[O[ =]
Eile Transform  Modify Select Use Heplot Yiew Options Window Help
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Because the cases were deselected using the Do Not Use Selected Cases [Global] option
(described above), they are al'so missing from another plot (shown above) that is linked to the
datasheet File2.

Observing the Effects of Modifying your Data

The Statistical Solutions Systems for Data Analysis such as SOLAS™, and EquivTest™ allow
you to demonstrate quickly the effects of experiments with your data on your output results.
Changes such as.

¢ Transforming your data

¢ Removing outliers

¢ Including or excluding variables/cases

¢ Modifying variables
Using the following procedures enables you to easily pick out related cases in various
representations of the data:
Modifying Plots and Simple Linear Regression Outputs
The functionsin this procedure can be performed from a Plot or Regression output window,
with the exception of Use All Cases which is selected from the datasheet Use menul.

1. Open adatasheet with Regression or Scatterplot results, and from the File menu select

Open Linked results.

2. Fromthe displayed window, select the result to be opened, then from the File menu in
the result window select Unlink to display a Name for New Datasheet window.

3. Enter aname for the new datasheet and pressthe OK button. A new datasheet will be
created with the variables used in the linked output result.

4. From the File menu in the new datasheet select Save, and from the File menu in the
results window select Save Result.
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Y ou can then continue “unlinking” and “saving” results with different filenames creating a
number of experimental datasheets with linked results. Y ou can also copy variables from your
original datasheet to the new datasheets at any time, or you can create new variables.

5. Inthe output results containing Scatterplots, you can select the Options menu
Statistics function to display the Simple Linear Regression results in the Statistics
window.

6. Open one of your saved results, select some pointsin the output using the mouse or the
Selection tool in the Toolbox, then select L abel from the View menu so you can easily
identify the case numbers.

7. Fromthe Use menu, select Do Not Use Selected Points[L ocal] (or [Global]).

Y ou can see the effects of “not using” selected points/cases from the changes in the open
Statistics window(s).
8. Using the File menu Save As... function, you can save the changed output results as
“Filen”,
Or, from the Use menu in the datasheet, select Use All Cases, then repeat from Step 5
choosing different pointsin your output.

NOTE: If you chose the Global optionin Step 6, and you choose to save the changed results
asin Step 7, you must save the modified datasheet asanew file. Then, fromthe File
menu in each modified result window, select Save Result to link these results with the
modified datasheet.

9. You can repeat this procedure for all your experimental datasheets, selecting different
points/cases, then saving the modified output as “File n+1” (asin Step 7) and so on.

Using the above procedure allows you to modify output results continuously, save the resultsin
separate files and maintain the integrity of the links that are generated by the Link manager.

Selecting Variables/Cases and Applying Transforms from a
Datasheet

Experiments with your output results can be performed exclusively from selections available on
the datasheet menu-bar. Using these selections, the following types of changes can be applied:

¢+ Fromthe Variables menu you can change variable attributes, insert new variables,
group variables, apply transformations, and define variables.

¢ From the Use menu you can choose which highlighted variables/cases to use, and
define a systematic or a user-defined case selection algorithm.

4 You can choose different analyses from the Analyze menu, or generate additional
plots from the Plots menu.

Changing your output results by modifying the contents of a datasheet will apply those changes
(globally) to al the output results linked to that datasheet, and because the results have been
atered, they will be unlinked from that datasheet. To preserve your original datasheet, and any
modified datasheets that you do not wish to save with their linked results, the following
procedure is recommended:
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1. Open your datasheet(s) containing linked results, and from the File menu select Open
Linked results.

2. From the displayed window, select the result to be opened, then from the File menu in
the result window select Unlink to display a Name for New Datasheet window.

3. Enter aname for the new datasheet and press the OK button. A new datasheet will be
created with the variables used in the linked output result.

4. From the File menu in the new datasheet select Save, and from the File menu in the
results window select Save Result.

Y ou can then continue “unlinking” and “saving” results with different filenames creating a
number of experimental datasheets with linked results. Y ou can aso copy variables from your
original datasheet to the new datasheets at any time, or you can create new variables.

Close your original datasheets.

Y ou can now open an experimental (source) datasheet and its linked results, and using functions
from the datasheet menu-bar, begin applying changes (as described above) monitoring the
effects of these changes on your output results.

When you are satisfied with your changes, save the datasheet as a new file, then link each
changed result using the Save Result option in each result window File menu.

Or, if you are not satisfied with your changes, close the results windows, then close the
datasheet window by selecting No in the SOLAS Information window. Then you can repeat
from Step 6.

If you saved your resultsin Step 7, then from the source datasheet you can now select the Use
All Cases Option from the Use menu to restore the origina datasheet contents, and continue
from Step 6 applying different conditionsto its linked results.

Or, you can begin with a different experimental datasheet.

Using the above procedure you can continuously make significant modifications to your output
results, save the results in separate files and maintain the integrity of the links that are generated
by the Link manager.
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DATA SETS

The system disks provide you with ten data sets for use in working with the program. This
reference section gives you the origin for each of the data sets.

Airpoll2.mdd

Theair pollution data, Airpoll.mdd, uses information from 60 U.S. metropolitan areas. For
each record, the data include the following:-

Variables

1 Name city name

2 Rain mean annual precipitation in inches

3 Education | median school years completed for those over 25 in 1960
SMSA

4 Pop_den population mile? in urbanized areain 1960

5 Nonwhite | percentage of urban area population that is nonwhite

6 Nox relative pollution potential of oxides of nitrogen, NO,

7 S02 relative polution potential of sulphut dioxide, SO,

8 Mortality total age-adjusted mortality rate, expressed as deaths per
100,000

McDonald, G.C. and R.C. Schwing, 1973. Instabilities of regression estimates relating air
pollution to mortality. Technometrics, 15:463-481.
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Cars.mdd

The automobile data, Cars.mdd, are for cars sold in the United States during the 1979 model
year.

Variables
1 Car Make and model
2 Price Price
3 M_per_ga mileage
4 Repair_78 Repair record 1978
5 Repair_77 Repair record 1977
6 Headroom Headroom in inches
7 Rear Seat Rear seat ininches
8 Trunk Trunk spacein cubic feet
9 Weight Weight in pounds
10 Length Length in inches
11 Turning_Ci Turning circlein feet
12 Displmnt Displacement in cubic metres
13 Gear_Ratio Gear ratio

Chambers, JM., W.S. Clevland, B. Kleiner, and P.A. Tukey. 1983. Graphical Methods for
Data Analysis. Belmont, California: Wadsworth International Group.
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The fatness data, Fatness.mdd, describe a group of 58 children bornin Berkeley, California,

between January 1928 and June 1929.
Variables

1 ID identification number

2 Sex identifies sex (coded 0 and 1)

3 wt_2 weight in kg at age 2

4 ht 2 height incm at age 2

5 wt_9 weight in kg at age 9

6 ht 9 height incm at age 9

7 leg 9 leg circumference at age 9

8 strong_9 strength measure at age 9

9 wt_18 weight in kg at age 18

10 ht 18 height incm at age 18

11 leg 18 leg circumference at age 18

12 strong_18 strength measure at age 18

13 fatness ameasure of fatness on a 7-point scale,
determined from a photograph at age
18:dender(1), fat(7)

Weisberg, S. 1980. Applied Linear Regression. New Y ork:Wiley.
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Fidell.mdd

The Fidell data, Fidell.mdd, are from a survey of 465 women by L. S. Fidell and J.E. Prather.
The data consist of psychological and demographic measures, of which we use six (the names
are changed dightly).

Variables

1 esteem self-esteem measure coded from 1 to 22:
low(1), high(22)

2 hap_stat happiness with marital status coded from 1 to
48: low(1), high(48)

3 womenr attitude toward role of women on scale from 1
ole to 38: conservative (1 -16), moderate(17 - 23),
liberal (24 and up)

4 educatn number of years of education
5 workstat work status: paid work(0), homemaker(1 and 2)
6 marital single(1), married(2)

Tabachnick, B.G. and L.S. Fidell. 1989. Using Multivariate Statistics. 2nd edition. New
York: Harper and Row.
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Health.mdd

The Health data, Health.mdd (containing 500 cases) are from a small simulation study
conducted by Schafer (1997) to illustrate the frequentist properties of model-based multiple

imputation when applied to a population of real datathat do not conform to simple modeling
assumptions.

He constructed an artificial population of 2000 subjects by drawing a simple random sample
without replacement of the adult malesin NHANES |11 who had complete data for the four
variablesin the table below:

Variablesin the Simulation Study
Variable Description
AGE Age group in years (1=20-39, 2=40-59, 3=over
60)
BMI Body mass index (kg/m2)
HYP Hypertensive (1=no, 2=yes)
CHL Tota serum cholesterol (mg/dL)

Datafor the ssimulation were taken from Phase 1 of the Third National Health and Nutrition
Examination Survey (NHANES 1) (National Center of Health Statistics, 1994).
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Longley.mdd

The Longley data, Longley.mdd, were used by Longley to evaluate the accuracy of statistical
algorithms in computer programs. For a complete listing of the implicit Price Deflators for
Gross National Product, see Council of Economic Advisers, Economic Report of the President,

January, 1964, Table C-6, p.214.

Variables

1 PriceDefla GNP Implicit Price Deflator, 1954=100

2 GNP Gross National Product

3 Unemployme Unemployment

4 ArmForceSz Size of armed forces

5 Population Noninstitutional population 14 years of age
and over

6 Year Year

7 TotEmpl Total derived employment

8 AgrEmp Census agricultural employment

9 SelfEmp Census salf-employed

10 UnpFamWork Census unpaid family workers

11 Domestics Census domestics

12 BLSNonAgr BL S nonagricultural private number of
jobs

13 BL SFedGovt BLS federal government

14 BLSLocGovt BLS state and local government

Longley, JW. 1967. An appraisal of least squares programs for the electronic computer from
the point of view of the user, Journal of the American Satistical Association. 62:819-841.
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Migrate.mdd

The migration data, Migrate.mdf, comes from a sample selected by the U.S. bureau of Census.
The data compare region of residence in 1985 with 1980. Note that the migration data are
frequency table data. If you want to open Migrate.mdf, you must select the Open dialog box to
either .mdf files or to All files.

Categories

Northeast Residence in the Northeast

Midwest Residence in the Midwest

South Residence in the South

West Residence in the West

Agresti, A. 1990. Categorical Data Analysis. New Y ork: John Wiley & Sons.

Fisher.mdd and its altered version Fishmiss.mdd

The Fisher (1936) iris data, FISHER.mdd, contains measurements, in centimeters, of sepal
length and width and petal length and width on samples of 50 irises from each of three species
(1=Setosa, 2=Versicolor, 3=Virginica).

Thefile FISHMISS.mdd is a copy of the original file, but six values have been deleted at
random.

Variables
1 Species 1=Setosa, 2=Versicolor, 3=Virginica
2 Sepallen sepal length
3 Sepalwid sepal width
4 Petallen petal length
5 Petalwid petal width

Fisher, R.A. 1936. The use of multiple measurements in taxonomic problems. Annals of
Eugenics, 7:179-184.
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MI_TRIAL.mdd

ThefileMI_TRIAL.mdd isasimulated data set containing repeated measurements taken on two
response variables MeasA and MeasB. The responses were measured at baseline, and again at

month1, month2, and month3.

Variables

1 OBS Observation number

2 SYMPDUR The duration of symptoms

3 AGE The patient’ s age

4 MeasA_0 The baseline measurement of the response
variable MeasA

5 MeasA_1 The measurement of the response variable
MeasA at monthl

6 MeasA_2 The measurement of the response variable
MeasA at month2

7 MeasA_3 The measurement of the response variable
MeasA at month3

8 MeasB 0 The baseline measurement of the response
variable MeasB

9 MeasB_1 The measurement of the response variable
MeasB at monthl

10 MeasB 2 The measurement of the response variable
MeasB at month2

11. | MeasB_3 The measurement of the response variable
MeasB at month3
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ERROR MESSAGES

1136
1140
1141
1336
1337
1338
1351
1352
1353
1354
1355
1339
1340
1341
1342
1343
1344
1345
1346
1347
1348
1349
1350
1356
1357
1358
1359
1360

F _Eva Error:
F_Eval Error:
F_Eval Error:
F_Eval Error:
F_Eval Error:
F_Eval Error:

unimplemented builtin

int function argument count error

int function argument not number
log function argument count error
log function argument not number
log of zero or negative number

W_Eval Error: Invalid argument value

W_Eval Error: Overflow range error

W_Eval Error: Underflow range error

W_Eval Error: Partial loss of significance

W_Eval Error: Total loss of significance

W_Eval Error: sin function argument count error
W_Eval Error: sin function argument not numeric
W_Eval Error: cos function argument count error
W_Eval Error: cos function argument not numeric
W_Eval Error: tan function argument count error
W_Eval Error: tan function argument not numeric
W_Eval Error: asin function argument count error
W_Eval Error: asin function argument not numeric
W_Eval Error: acos function argument not numeric
W_Eval Error: acos function argument not numeric
W_Eval Error: atan function argument count error
W_Eval Error: atan function arguement not numeric
W_Eval Error: exp function argument count error
W_Eval Error: exp function argument not numeric
W_Eval Error: abs function argument count error
W_Eval Error: abs function argument not numeric
W_Eval Error: sign function argument count error
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1361
1362
1363
1362
1363
1364
1365
1366
1367
1368
1369
1370
1371
1373
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
898
903
904
905
906
909
910

W_Eval Error:
W_Eva Error:
W_Eval Error:
W_Eva Error:
W_Eval Error:
W_Eva Error:
W_Eval Error:
W_Eva Error:
W_Eval Error:
W_Eva Error:
W_Eval Error:
W_Eva Error:
W_Eval Error:
W_Eva Error:

sign function argument not numeric
sgrt function argument count error
sgrt function argument not numeric
sgrt function argument count error
sgrt function argument not numeric
sq function argument count error
s function argument not numeric
inv function argument count error
inv function argument not numeric
function argument count error
function argument not numeric
zero divisor

function argument not integer
invalid use of non-numeric variable

F _Lex Error:
F_Lex Error:
F_Lex Error:
F_Lex Error:
F _Lex Error:
F_Lex Error:
F_Lex Error:
F_Lex Error:
F_Lex Error:
F_Lex Error:
F _Lex Error:
F_Lex Error:
F _Lex Error:
F_Lex Error:
F _Lex Error:

illegal src char

symbolic literal too long
eos in symbolic literal
illegal symbolic literal char
numeric literal too long
missing scale factor
missing scale factor sign
missing fractional part
name too long

€osin string

string too long

illegal escape sequencein string
empty symbolic literal
eosin alternate input

illegally formed ellipsis or invalid period

W_Parse Error: assignment operator expected
W_Parse Error: right parenthesis expected
W_Parse Error: loop keyword expected
W_Parse Error: function name expected
W_Parse Error: parameter name expected
W_Parse Error: variable name expected
W_Parse Error: right bracket expected
W_Parse Error: primary expected
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918
922
1089
953
954
955
956
959
961
962
965
966
969
970
971
999
1000
1001
941
942

944

946
947
948
949
1090
1091
1092
1093
861
862

W_Parse Error
W_Parse Error

: name expected
: invalid parameter

W_Parse Error: illegal parameter type

W_Parse Error
F_vaue Errror

: illegal assignment statement
: compare and type mismatch

F_value Errror: type cannot be compare and
F_value Errror: attempt to assign function
F_value Errror:can’'t read data set element

F_vaue Errror:
F value Errror:
F_vaue Errror:
F value Errror:
F_vaue Errror:
F value Errror:
F_vaue Errror:
F value Errror:
F_vaue Errror:
F value Errror:
F_vaue Errror:
F value Errror:
F_vaue Errror:
F value Errror:
F_vaue Errror:
F value Errror:
F_vaue Errror:
F value Errror:
F_vaue Errror:
F value Errror:
F_vaue Errror:
F value Errror:
F_vaue Errror:
F value Errror:

illegal type for data set element assignment
non-boolean assignment to boolean el ement
non-numeric assignemnt to numeric element
non-string assignment to string el ement
undefined name before subscript

too many arguments

argument keyword is not parameter
argument cannot be function

non-numeric assignment ot numeric component
non-boolean assignment to boolean component
non-string assignment to string component
boolean value expected

assignment target not defined

numeric value expected

zero divisor

root of negative number

runtime error tap

undefined name in expression

undefined name in function call

namein call not function

missing condition on caset

illegal use of MISSING keyword

too many namesin expression

argument out of range

Import Error: An unexpected end of file has been encountered
Import Error: file has a content other than DATA.
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EXTERNAL FILE FORMATS

External Data Types

When importing or exporting files the following rules about data types are observed:

Numeric data are treated as Continuous if the absolute value is within the range 1.7e-308 and
1.7e+308. Numbers outside this range will be treated as missing.

Date data (when explicitly formatted as such) are treated as Character but can be converted to a
numeric format by counting the number of days from 01 January 1900 and treated as
Continuous.

String data are treated as Character. String datain a numeric variable is treated as missing data.

However, when importing, it is possible to treat any of the three data formats, (Numeric, Date,
and String) as Continuous or Character using the Variable Attributes window in the datasheet
Variables menu.

1-2-3 Worksheet Files
The system will read and write files from most versions of Lotus 1-2-3 (including Release 3.x
and Windows).
Sandard Extensions:
Lotus 1-2-3 Version 1 through 2.x WK1
Lotus 1-2-3 Version 3.x and Windows WK3

Reading 1-2-3 Worksheet Files

Because worksheet files are in general not designed to hold statistical data, only worksheetsin
certain formats can be read.

Worksheets must be in worksheet database format or in certain modifications of this. It is most
straightforward with worksheets in database format.
Database format

Worksheet database files are structured worksheets where each row is a single case and each
column contains avariable.
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The first non-blank row of aworksheet database file has labels in each column that give the
names of the variables. The data then beginsin the next row. Data can consist of numbers
(including serial date numbers), labels, or formulae.

After identifying the label row, the system will look up to 64 data rows to determine the data
type of each column. If the first non-empty data cell of a particular

column is anumber (or alabel with a single period), the system will transfer the column asa
number. If the data cell contains alabel, the variable will be transferred as a string.

The width of the column for each numeric variable and the format of the first non-blank data
cell in that column are used, where possible, to set the default target, or output, types for the
numeric variables. Any date format in the first data row will set the target type to ‘date’.

The column widths are used to set the maximum width of character variables, so be sure that
columns are set wide enough to display al instances of each character variable.

The systemislenient in typing variables from worksheets. If it is expecting a character variable
and it encounters a number it will convert it to a string.

Variations on Database Format

It isusually possible for the system to read a worksheet that has only data columns, without an
initial row defining the variable names.

The system will look at the first two non-blank rows and will use them to detect whether the first
row should be treated as labels or not. If there is any column which changes from alabel in the
first non-blank row to a number in the first non-blank row to a number in the second, the
worksheet will be assumed to be in database format and the first non-blank row will be used as
variable names. If there is no such type change, the system will treat the whole worksheet as
data and assign variable names of the form ‘Cn’, where n is the column number.

Writing 1-2-3 Worksheet Files
On output, the system will write variable labels in the first row of the worksheet. Data values
will be placed in the second and succeeding rows.

Column widths and formats will be determined by the variable information available. Dates and
character variables are straightforward. For numerical data, information on the width and
number of decimal places of variables, where available, is used to set the column widths and
formats.

Missing Data
When importing data, blank cells are represented by the default missing value symbol. When
transferring data to worksheets missing values will be written out as blank cells.

Input and Output Variable Types

The target output variable types selected by the system for each input variable type in a Lotus 1-
2-3 worksheet file are shown below in the first table. The second table shows the actual Lotus
1-2-3
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output variable type that results from each the system target variable type assigned during a
transfer from some other format.

Lotus 1-2-3 Input to the System

Contents of First Data Row Default Target Type*

Label (only a period) Continuous

Label (any other contents) Character (length determined by column width)
Date format Character

Numeric format in cell Continuous

*See Overriding Default Target Type Section
Output to L otus 1-2-3 from the System

Target Type | Output

Continuous Numeric format is determined by the

Ordinal settings in the Variable Attributes dialog
box in the datasheet

Nominal

Integer

Character Label

Ordinal

Nominal

dBASE Files and Compatibles

The system will read and write dBASE |11+ and 1V files, and those from compatible systems
such as Clipper or Alpha Four. Obsolete dBASE 11 files can also be read.

Sandard Extension: DBF

All versions of dBASE files can have indices for key fields, which are stored in separate fields.
The system ignores these indices, and treats all files sequentially.

Oninput, dBASE numeric data and character variables are converted in a straightforward
manner. Logical variables are converted to numbers (‘ True' becomes‘1’, ‘False’ becomes‘0’).
Memo fields cannot be covered and will not appear on the variable selection menu. Deleted
records are not transferred.

Writing dBase Files
Users should be aware that dBASE fields are limited to 128 variables.
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dBASE stores numeric data in fixed length character format. It isthus not very suitable for
numbers which vary widely in magnitude or which are either very large or very small.

When the system is transferring data from a system in which the width and number of decimal
places are known, it uses that information to set the format of each field in the output dBASE
files. For systems, such as SYSTAT, in which thisinformation is not recorded in the file, the
system sets the formats based on the target type of the variable.

Missing Data

dBASE does not directly support missing values. On input to the system, blanksin a dBASE
file are interpreted as missing values. If adata set is being transferred to a dBASE format,
missing values in the input files are set to blank in the dBASE file. Blanks are interpreted as
zero by dBASE. Many other programs, including the system, interpret these blanks as missing.

Input and Output Variable Types

The target output variable types selected by the system for each input variable typein adBASE
file are shown below in the first table. The second table shows the actual dBASE output
variable type that results from each system target variable type assigned during a transfer from
some other format.

dBASE Input to the System

Input type | Default Target Type*

Numeric Numeric format is determined by the settingsin the Variable Attributes dialog box in
the datasheet

Character Character

Logical Continuous

Date Character

Memo not trandated

*See Overriding Default Target Type Section
Output to dBASE from the System

Target Type | Output Type

Continuous Numeric format is determined by the settingsin the Variable Attributes dialog box in
Ordina the datasheet

Nominal

I nteger

Character Character

Nominal
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Excel Worksheets

The system will read and write files from Excel. It will read all versions but will write only
Version 2.1 filesthat can be directly and transparently read by any version.

Sandard Extension: XLS

Reading Excel Worksheet Files

Because worksheet files are in general not designed to hold statistical data, only worksheetsin
certain formats can be read.

Worksheets must be in worksheet database format or in certain modifications of this. It is most
straightforward with worksheets in database format.

Database format

Worksheet database fields are structured worksheets where each row is a single case and each
column contains avariable.

The first non-blank row of aworksheet database file has labelsin each column that gives the
names of the variables. The datathen beginsin the next row. Data can consist of numbers
(including serial date numbers), labels or formulas.

After identifying the label row, the system will look at up to 64 data rows to determine the data
type of each column. If the first non-empty data cell of a particular column is a number (or a
label with a single period), the system will transfer the column as anumber. If the data cell
contains alabel, the variable will be transferred as a string.

The width of the column for each numeric variable and the format of the first non-blank data
cell in that column are used, where possible, to set the default target, or output, types for the
numeric variables. Any date format in the first data row will set the target type to ‘date’.

The column widths are used to set the maximum width of character variables, so be sure that
columns are set wide enough to display all instances of each of each character variable.

The system islenient in typing variables from worksheets. [f it is expecting a character variable
and it encounters a number it will convert it to a string.

Variations on Database Format

It isusually possible for the system to read a worksheet that has only data columns, without an
initial row defining the variable names.

The system will look at the first two non-blank rows and will use them to detect whether the first
row should be treated as labels or not. If there is any column which changes from alabel in the
first non-blank row to a number in the second, the worksheet will be assumed to be in database
format and the first non-blank row will be used as variable names. If thereis not such atype
change, the system will treat the whole worksheet as data and assign variable names of the form
‘Cn’, where n is the column number.
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Writing Excel Worksheet Files
On output, the system will write variable labels in the first row of the worksheet. Data values
will be placed in the second and succeeding rows.

Column widths and formats will be determined by the variable information available. Dates and
character variables are straightforward. For numerical data, information on the width and
number of decimal places of variables, where available, is used to set the column widths and
formats.

Missing Data

When importing data, blank cells are represented by the default missing value symbol. When
transferring data to worksheets missing values will be written out as blank cells.

Input and Output Variable Types

The target output variable types selected by the system for each input variable type in an Excel
worksheet file are shown below in the first table. The second table shows the actual Excel
output variable type that results from each the system target variable type assigned during a
transfer from some other format.

Excel Input to The System

Contents of First Data Row Default Target Type*

Label (only a period) Continuous

Label (any other contents) Character (length determined by
column width)

Date format Character

Numeric format in cell Continuous

*See Overriding Default Target Type Section
Output to Excel from The System

Target Type Output

Continuous Numeric format is determined
ouna | e e ite
Nominal datasheet

Integer

Character Label

Ordinal

Nominal
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FoxPro Files

The system will read and write FoxPro Files.
Sandard Extension: DBF

Reading FoxPro Files

FoxPro files can have indices for key fields, which are stored in separate files. The system
ignores these indices, and treats all files sequentially.

On input, FoxPro numeric date and character variables are converted in a straightforward
manner. Logical variables are converted to numbers (‘True' becomes‘1’, ‘False’ becomes‘0’).
Memo fields cannot be converted and will not appear on the variable selection menu. Deleted
records are not transferred.

Writing FoxPro Files

Users should be aware that FoxPro fields are limited to 128 variables.

FoxPro stores numeric datain fixed length character format. It isthus not very suitable for
numbers which vary widely in magnitude or which are either very large or very small.

When the system is transferring data from a system in which the width and number of decimal
places are known, it uses that information to set the format of each field in the output FoxPro
files. For systems, such as SYSTAT, in which thisinformation is not recorded in the file, the
system uses sets the formats based on the target type of the variable.

Missing Data

FoxPro does not directly support missing values. On input to the system, blanksin a FoxPro
file are interpreted as missing values. If adataset is being transferred to an FoxPro file format,
missing values in the input files are set to blank in the FoxPro files. Blanks areinterpreted as
zero by FoxPro. Many other programs, including the system, interpret these blanks as missing.

Input and Output Variable Types

The target output variable types selected by the system for each input variable type in an FoxPro
field are shown below in the first table. The second table shows the actual FoxPro output
variable type that results for each The system target variable type assigned during a transfer
from some other format.

FoxPro Input to the System

Input Type Default Target Type*
Numeric Continuous

Character Character

Logical Continuous

Date Character

Memo not trandated

*See Overriding Default Target Type Section
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Output to FoxPro from the System

Target Type Output Type

Continuous Numeric format is determined by

Ordinal the settingsin the Variable
Attributes dialog box in the

Nominal datasheet

Integer

Character Character

Nominal

Gauss Files

The system will read and write Gauss data sets. There are two Gauss formats. The first, Gauss
89, isused on PC platforms, and consists of two fields: adatafile with a.DAT extension and a
header, or dictionary filewith a.DHT extension. The second Gauss format, Gauss 96, is used
on UNIX platforms and has asingle filewith a.DAT extension.

Sandard Extension: DAT

Reading Gauss Files

When you wish to transfer data from a Gauss data set, give the system the name of the datafile
(the file with the .DAT extension). If the system can find the .DHT file in the same directory, it
will read the data file asa Gauss 89 file. If no .DHT filesis present, the datafile will be read as
aGauss 96 file.

Writing Gauss Files

On output, you can choose whether to write a Gauss 89 or Gauss 96 field. 1f you choose to
write a Gauss 89 file, both of the Gauss files, the data file and the header file, will be written.
The system will show the data file name, with the .DAT extension, the header file will be
created as well, with a.DHT extension.

Missing Data
Gauss supports missing values.

Input and Output Variable Types

The target output variable types selected by the system for each input variable type in a Gauss
file are shown below in the first table. the second table shows the actual Gauss output variable
type that results from each the system target variable type assigned during a transfer from some
other format.

208 Systems Manual



Appendices

Gauss I nput to the System

Input Type Default Target Type*
Number Continuous
Character Character

*See Overriding Default Target Type Section
Output to Gauss from the System

Target Type Output Type

Continuous Numeric format is determined by

Ordinal the settings in the Variable
Attributes dialog box in the

Nominal datasheet

Integer

Character Character (8 byte maximum)

Nominal

Minitab
Sandard Extension: MTW

Reading Minitab Files

Minitab variable names can be up to 15 charactersin length.
Versions 8 to 12 can be read by the system.

Writing minitab Files
Version 11 can be written by the system.

Any variable name in the source data set containing a left-parentheses followed by a number
will be transferred into aMINITAB subscripted variable.

Users should note that the MINITAB error message, “Y ou are trying to read an empty file”, will
occur when MINITAB cannot find adatafile. Your MINITAB files should be in the default
drive or directory.

NOTE: Multiple worksheets stored in one file are not supported.

Missing Data
MINITAB supports missing values.
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Input and Output Variable Types

The target output variable types selected by the system fore each input variable typein a
MINITAB file are shown below in the first table. The second table shows the actual MINITAB
output variable type that results from each the system target variable type assigned during a
transfer from some other format.

MINITAB Input to the System

Input Type Default Target Type
Numbers Continuous
Character Character

Output to MINITAB from the System

Target Type Output Type

Continuous Numeric format is determined by

Ordina the settings in the Variable

Nominal Attributes dialog box in the
datasheet

Integer

Character Character

Nominal

Paradox Tables

Because Paradox stores numbersin binary rather than character representation and because it
explicitly supports missing values, it is a much more suitable file format for statistical data than
the dBASE format.

Sandard Extension: DB

Reading Paradox Files

Paradox variable names can be up to 25 charactersin length.
Paradox’ s date format is supported on inpuit.

Writing Paradox Files

The system stores numbers into Paradox’ s integer format if they will fit. Paradox’ s date format
is supported on output.

Missing Data

Paradox supports missing values for all data types.
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Input and Output Variable Types

The target output variable types selected by the system for each input variable type in a Paradox
file are shown below in the first table. The second table shows the actual Paradox output
variable type that results from each system target variable type assigned during a transfer from
some other format.

Paradox Input to the System

Input Type Default Target Type*
Numeric Continuous

Dollar

#(BCD)

Short Continuous

Long Continuous

Autoincrement

Alphanumeric Character
Date Character
Timestamp

*See Overriding Default Target Type Section
Output to Paradox from the System

Target Type Output Type

Continuous Numeric format is determined by

Ordinal the settings in the Variable

Nominal Attributes dialog box in the
datasheet

Integer

Character Alphanumeric

Ordina

Nominal
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Quattro Pro Worksheet Files
The system will read and write Quattro Pro fields. QuattroPro version 8 isread-only.
Sandard Extension: WQ*, WB*

Reading Quattro Worksheet Files

Because worksheet files are in general not designed to hold statistical data, only worksheetsin
certain formats can be read.

Worksheets must be in worksheet database format or in certain modifications of this. Itis most
straightforward with worksheets in database format.

Database format

Worksheet database files are structured worksheets where each row is a single case and each
column contains avariable.

The fist non-blank row of aworksheet database file has labels in each column that give the
names of the variables. The data then beginsin the next row. Data can consist of numbers
(including seria date numbers), labels or formulas.

After identifying the label row, The system will look up to 64 data rowsto determine the data
type of each column. If the first non-empty data cell of a particular column isanumber (or a
label with asingle period), The system will transfer the column as a number. If the data cell
contains alabel, the variable will be transferred as a string.

The width of the column for each numeric variable and the format of the first non-blank data
cell in that column are used, where possible, to set the default target, or output, types for the
numeric variables. Any date format in the first data row will set the target typeto ‘date’. The
column widths are used to set the maximum width of character variables, so be sure that
columns are set wide enough to display al instances of each character variable.

The systemislenient in typing variables from worksheets. If it is expecting a character variable
and it encounters a number it will convert it to a string.

Variations on Database Format

It isusually possible for the system to read a worksheet that has only data columns, without an
initial row defining the variable names.

The system will look at the first two non-blank rows and will use them to detect whether the first
row should be treated as labels or not. If there is any column which changes from alabel in the
first non-blank row to a number in the second, the worksheet will be assumed to be in database
format and the first non-blank row will be used as variable names. If thereis not such atype
change, The system will treat the whole worksheet as data and assign variable names of the form
‘Cn’, where n is the column number.
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Writing Quattro Worksheet Files

On output, the system will write variable labelsin the first row of the worksheet. Datavalues
will be placed in the second and succeeding rows.

Column widths and formats will be determined by the variable information available. Dates and
character variables are straightforward. For numerical data, information on the width of and
number of decimal places of variables, where available, is used to set the column widths and
formats.

Missing Data

When importing data, blank cells are represented by the default missing value symbol. When
transferring data to worksheets missing values will be written out as blank cells.

Input and Output Variable Types

The target output variable types selected by the system for each input variable type in a Quattro
worksheet file are shown below in the first table. The second table shows the actual Quattro
output variable type that results from each The system target variable type assigned during a
transfer from some other format.

Quattro Pro Input to the System

Contents of First Data Row Default Target Type*

Number (no format) Continuous

Label (only a period) Continuous

Label (any other contents) Character (Iength determined by column width)
Date format Character

*See Overriding Default Target Type Section
Output to Quattro Pro from the System

Target Type Output Type

Continuous Numeric format is determined by the

Ordinal settings in the Variable Attributes
dialog box in the datasheet

Nominal

Integer

Character Label

Ordinal

Nominal
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SAS Data Files

The system will read and write SAS data files for the following platforms:
Windows & OS/2

SAS IMP including version 3

Sandard extension: SD2

UNIX HP/Sun/IBM

Sandard extension: SSDO1

UNIX DEC

Sandard extension: SSD04

Reading SAS Data Files

The system will read data files written by SAS version 6.08 and above.

SAS datafiles differ significantly between platforms. The system will read files written by SAS
for Windows and OS/2, and files written for UNIX on HP, Sun, IBM and DEC Alpha platforms.

The system will automatically recognise the type of SASfile on input.

If you are moving SAS data files between platforms, you should be sure that you use a binary
file transfer method.

Variable labels are supported, but unfortunately, value labels are not stored as a part of the SAS
datafile and can therefore not be transferred.

Writing SAS Data Files

On output, The system will let you choose one of the three supported file types listed above.

When writing SAS data files, you should pick an output format that is appropriate for the
version of SAS that will be reading the file.

Missing Data

SAS supports missing values. Oninput, all of SAS s missing values are converted to asingle
internal missing value in the system. On output to SAS, missing valuesaresetto *.’, the SAS
standard missing value.
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Input and Output Variable Types

The target output variable types selected by the system for each input variable in a SAS datafile
are shown below in the first table. The second table shows the actual SAS data file output
variable type that results from each the system target variable type assigned during a transfer
from some other format.

SAS Data File Input to the System

Input Type Default Target Type*

Numeric Continuous unless print format is:

DATE
DDMMYY
MMDDYY
MMYY
WORD, or
WEEK,

in which case it becomes a Character

Character Character

Nominal
*See Overriding Default Target Type Section

SAS Transport Files

The system will read and write data setsin the SAS Transport Format. Thisis, according to the
SAS Institute, the best overall format for interfacing with other systems because it is consistent
across all host environments. If you are downloading or uploading SAS data between
computers, be sure to use an error-correcting file transfer protocol that is suitable for binary
fields.

Sandard Extension: XPT

Working with Transport Files within SAS

The method for writing (and reading) transport fields within SAS unfortunately varies across
versions of SAS. For release 6.x users, the file can be written by any DATA or PROC step that
creates SAS data sets and, similarly, it can be read by any DATA or PROC step. Most
commonly, PROC COPY

isused to write (or to read) transport data sets. Release 6.03 users should use the SASV5XPT
engine by naming it on the LIBNAME statement that defines the libref for the transport file. 1f
you are using Version 6.06 or higher, you can read or write transport files by using the XPORT
engine. To do so, you must name the XPORT engine in the LIBNAME statement.

Systems Manual 215



Appendices

For example, in Version 6.06 and higher the following code will write a transport file:
/* read systemfile ‘old’ - write transport file ‘trans’ */
libname old file-specification;
libname trans xport file-specification;
proc copy in=old out=trans;
run;
The resulting transport file can then be used for a the system data transfer.
If atransport file has been produced by the system, it can be read in SAS with the following.
/* read transport file ‘trans’ - write system file ‘new’ */
libname trans xport file-specification;
libname new file-specification;
proc copy in=trans out=new;
run;
Version 5 users can write and read transport files by using the XCOPY procedure, the COPY
procedure with the EXPORT option, or the TRANSPORT=data set option.

For further information on how to read and write transport files, particularly using Version 5,
see SAS Technical Report P-195, Transporting SAS Files between Host Systems and the
documentation for SAS on your operating system. We also recommend, particularly if you are
moving files from an IBM mainframe or aVAX, that you read the excellent paper, An
Overview of Transporting SAS files between Hosts, on the SAS Institute web site at:
http://www.sas.com/techsup/downl oad/technote/ts271.html. Note that you should not use
PROC CPORT to write files that are to be read by The system. This procedure creates filesin
an entirely different and incompatible format.

Reading SAS Transport Files

More than one data set may be stored in a single transport file. If The system finds more than
one data set in afile, it will allow you to select the one that you want.

Writing SAS Transport Files

When the system writes a SAS transport file, it uses the file name of the input file, without the
extension, as the internal name for the data set in the output file. The system will write only one
data set to each output file.

Missing Data

SAS supports missing values. Oninput, all of SAS s missing value are converted to asingle
internal missing value in the system. On output to SAS, missing valuesare setto *.’, the SAS
standard missing value.

Input and Output Variable Types

The target output variable types selected by The system for each input variable typein a SAS
Transport file are shown below in the first table. The second table shows the actual SAS
Transport output variable type that results from each The system target variabl e type assigned
during atransfer from some other format.
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SASTransport File Input to the System

Input Type Default Target Type*

Numeric Continuous

unless print format is:

DATE

DDMMYY

MMDDYY

MMYY

WORD, or

WEEK,

in which case it becomes a Character

Character Character

Nominal

*See Overriding Default Target Type Section
Output to SAS Transport Filesfrom the System

Target Type Output Type

Continuous Numeric format is determined by the

Ordinal settings in the Variable Attributes
dialog box in the datasheet

Nominal

Integer

Character Character

Nominal

S-Plus Files

The system will read and write S-PLUS data sets. Files written on 64 bit machines such as DEC
Alpha are not supported.

Sandard Extension: [none]

Reading S-PLUS files

Because the S-PLUS file format is so unstructured that it allows the user to write almost
anything, including code, into it, the system imposes a few restrictions on input files.
Specifically, your data should be in one of the following formats:

two dimensional matrix
SPLUSIist
dataframe
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S-PLUS writes out its datain the native format of the machine on which it isrunning. This
means that both the byte order and the width of humbers can vary between machines. On input,
the system will automatically sense the byte order of the machine that wrote the file.

Writing S-PLUS files

On output, the system writes a S-PLUS dataframe. If your input data set does not have a
variable named ‘rownames’, The system will create an extra variable containing the case
number, stored as an integer variable and named ‘rownames’. Y ou can choose whether you
want to write out afile with low to high byte order, appropriate for such processors as Intel or
DEC, or afile with high to low byte order, for such processors as SPARC, HP, or Motorola. If
you are using the Windows version of S-PLUS, select Intel (low to high) byte order on output.

Missing Data

S-PLUS supports missing values. On input, missing values are converted to the internal missing
value symbol in the system. On output, missing values are converted to the value appropriate
for each variable type.

Input and Output Variable Types

The target output variable types selected by The system for each input variabletypeina S
PLUS file are shown below in the first table. The second table shows the actual S-PLUS output
variable type that results from each system target variable type assigned during a transfer from
some other format.

S-PLUS input to the System

Input Type Default Target Type*
Integer Continuous

Real

Double

Logical Continuous

Character Character

*See Overriding Default Target Type Section
Output to S-PLUS from the System

Target Type Output Type
Continuous Numeric format is determined by the
Ordinal settings in the Variable Attributes
. dialog box in the datasheset
Nominal
Integer
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SPSS Data Files

The system will read and write SPSS data files from the following platforms:
Windows and OS/2

UNIX HP/Sun/IBM

UNIX DEC, and Standard Extension SAV

Reading SPSS Data Files

The system automatically recognises afile's platform of origin on input.
The system will read both compressed or uncompressed SPSS datafiles.

Writing SPSS Data Files

On output, the system allows you to choose afile type for Windows and OS2 or a UNIX file
type either for the general group of HIGH-LOW (Sun, HP and IBM) or LOW-HIGH byte order
machines (DEC).

The system always writes compressed files (which on typical survey data are notably smaller).
Value and variable labels are fully supported.

Missing Data
SPSS supports missing values. On input, all of SPSS's missing values are converted to asingle

internal missing value in the system. On output to SPSS, missing values are set to the SPSS
system missing value.

Input and Output Variable Types

The target output variable types selected by the system for each input variable typein a SPSS
datafile are shown below in the first table. The second table shows the actual SPSS datafile
output variable type that results from each system target variable type assigned during a transfer
from some other format.

SPSS Data File Input to the System

Input Type Default Target Type*
Number Continuous

Number with date format Character

Character Character

*See Overriding Default Target Type Section

Systems Manual 219



Appendices

Output to SPSS Data Files from the System

Target Type Output Type

Continuous Numeric format is determined by the

Ordinal settings in the Variable Attributes
dialog box in the datashest

Nominal

Integer

Character Character

Nominal

SPSS Portable Files

SPSS Portabl e files (previously called Export files) were designed to transfer SPSS data sets
between different kinds of computers. Y ou can use them to move your datato and from
mainframe SPSS-X and SPSS for the PC.

Sandard Extension: POR

Reading SPSS Portable Files

Mainframe Portable files should be transferred to your PC using an error-correcting
communications protocol. It is quite difficult to check these files visually for errors and certain
errors may fatally affect the ability of the system to interpret the file.

Writing SPSS Portable Files
When the system writes Portable files, it does so with up to ten base thirty digits of precision.

Missing Data

SPSS supports missing values. On input, all of SPSS's missing values are converted to asingle
internal missing value in the system. On output to SPSS, missing values are set to the SPSS
system missing value.

Input and Output Variable Types

The target output variable types selected by The system for each input variable type isin a SPSS
Portable file are shown below in the first table. The second table shows the actual SPSS
Portable output variable type that results from each The system target variable type assigned
during atransfer from some other format.

SPSS Portable File Input to the System

Input Type Default Target Type*

Number Continuous

String Character
*See Overriding Default Target Type Section
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Output to SPSS Portable Files from the System

Target Type Output Type

Continuous Numeric format is determined by

Ordinal the settingsin the Variable

Nominal Attributes dialog box in the
datasheet

Integer

Character Character

Nominal

STATA Files

The system will read and write data for any version of STATA including versions running on
UNIX and the Macintosh.

Sandard Extension: DTA

Reading Stata Files

The system can read data from any version of Stata. Character variables and dates are fully
supported. Variable and value labels are transferred out of Stata.

Writing Stata Files
Stata holds the entire data set in memory. The system will therefore attempt to conserve as much
space asispossible.

However, when The system is transferring from aformat in which the width and number of
decimal places are known (such as SPSS, dBASE, and worksheet formats), or wheniitis
optimising the output variables, it will use the available information to minimise the size of your
Statadata set. You can, of course, fine-tune this process by selecting types for output variables
yourself.

Any variable and value labels present in the input data set will be written to Statafiles.

Dates are written to Stata’ s internal date format.

Missing Data
Stata supports missing values.

Input and Output Variable Types

The target output variable types selected by the system for each input variable type in a Stata
file are shown below in the first table. The second table shows the actual Stata output variable
type that results from each the system target variable type assigned during atransfer from some
other format.
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Stata Input to the System

Input Type Default Target Type*

Byte Continuous
Int
Long
Float
Double

Character Character

*See Overriding Default Target Type Section
Output to Stata from the System

Target Type Output Type

Continuous Numeric format is determined

Ordinal by the settingsin the Variable

Nominal Attributes dialog box in the
datasheet

Integer

Character Character

Nominal

Statistica
Sandard Extension: STA

Reading Statistica Files
Statistica variable names can be up to 15 charactersin length.
Version 5 can be read by the system.

Writing Statistica Files
Version 5 can be written by the system.

Any variable name in the source data set containing a left-parentheses followed by a number
will be transferred into a STATISTICA subscripted variable.

Users should note that the STATISTICA error message, “ Y ou are trying to read an empty file”,
will occur when STATISTICA cannot find adatafile. Your STATISTICA files should bein
the default drive or directory.

NOTE: Multiple worksheets stored in one file are not supported.

Missing Data
STATISTICA supports missing values.
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Appendices

Input and Output Variable Types

The target output variable types selected by the system fore each input variable typein a
STATISTICA file are shown below in the first table. The second table shows the actual

STATISTICA output variable type that results from each the system target variable type
assigned during a transfer from some other format.

STATISTICA Input to the System

Input Type Default Target Type*
Numbers Continuous
Character Character

Output to STATISTICA from the System

Target Type Output Type

Continuous Numeric format is determined by

Ordinal the settings in the Variable

Nominal Attributes dialog box in the
datasheet

Integer

Character Character

Nominal

Systat Files

Sandard Extension: SYS

Reading Systat Files

When the system reads SY STAT data sets, it processes the variable names by 1) dropping the
dollar signs on character variables and 2) removing the parentheses before and after subscripts.
Fore example, SCALE(1) becomes SCALEL.

Writing SYSTAT Files

Any variable name in the source data set containing a left-parentheses followed by a number
will be transferred into a SY STAT subscripted variable.

Users should note that the SY STAT error message, “Y ou are trying to read an empty file”, will
occur when SY STAT cannot find adatafile. Your SY STAT files should be in the default drive

or directory.

Missing Data
SYSTAT supports missing values.
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Appendices

Input and Output Variable Types

The target output variable types selected by the system fore each input variable typein a
SYSTAT file are shown below in the first table. The second table showsthe actual SY STAT
output variable type that results from each the system target variable type assigned during a
transfer from some other formet.

SYSTAT Input to the System

Input Type Default Target Type*
Numbers Continuous
Character Character

*See Overriding Default Target Type Section
Output to SYSTAT from the System

Target Type Output Type

Continuous Numeric format is determined by

Ordina the settings in the Variable

Nominal Attributes dialog box in the
datasheet

Integer

Character Character

Nominal
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(X+3a) **p function, 19 Checking for Normality with the Histogram,
abs function, 18 145
absolute deviation function, 24 Checking for Normality with the Normal
Adjusted Correlation Squared, 83 Probability Plot, 146
AIC, 76 Chi-square test, 93
Akaike Information Criterion, 76 function, 30
Alignment, 8 Coefficient of Variation, 45
Analysis — Frequency Table, 157 Combining Categories, 152
Analysis of Variance, 164 Common Transformation definitions, 18
ANOVA, 111 Components of Chi-square, 90
Box-Cox Diagnostic Plot, 124 Components of Likelihood Ratio G-square, 90
Formulae, 118 Confidence Interval for the mean, 44
Scatterplot of Group SDsvs Means, 123 Confidence Limits, 101,104, 107
ANOVA output Continuous variable, 8
Brown-Forsythe Test, 120 Contrast Options, 116
Confidence Intervals, 119 Contrastsin ANOVA, 122
Descriptive Statistics, 119 Cook's Distance, 82
Kruskal - Wallis Non-parametric Test, 120 vs Predicted Vaue, 80
Levene's Test for Equal Variances, 119 Copy Attributes, 7, 11
Welch Test, 121 Corr/Cov Matrices, 71
ANOVA table, 59, 70 Correlation, 56
one-way ANOVA, 118 Correlation Matrix
Append variables, 8 of Coefficients, 72
Appendices, 187 of Variables, 71
arccos function, 20 cos function, 20
arcsin function, 20 Covariance Matrix
arctan function, 20 of Coefficients, 72
Automatic Stepping Dialog Box, 69 of Variables, 72
Bar Chart, 131 Cramer'sV, 92
Basic Attributes, 7 Creating a Bar Chart, 131
Bayes Information Criterion, 76 Creating a Boxplot, 130
BIC, 76 Creating a Histogram, 128
Box Plot, 129 Creating a Means Comparison Chart, 133
BoxCox function, 20 Creating a Normal Probability Plot, 136
Case Frequency, 10 Creating a Scatterplot, 126
Case Label, 10 Cumulative Distribution function definitions,
Categorizing Continuous Variables, 154 29
Change Model Dialog Box, 67 Custom Plots, 73
Change Model Parameters, 170 Custom transformations, 150
Change Pool, 170 Cutpoints, 160
Checking for Independence, 147 Data Management - Introduction, 3

Data screening — missing values, 137
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Decimal Places, 8
Define Variables, 35
Defining Design Variables, 34
Defining Variables, 31
Delete Vars, 34
Deleted Studentized Residual, 81
Descriptive Regression Model, 51
Descriptive Statistics, 41, 153
Design Variables, 34
defining, 34
in multiple regression, 65
Detrended Normal Probability Plot, 78
deviations function, 24
Diagnostic Plots, 72
Diagnostics for Multiple Regression, 76
Double Precision, 8
Error Messages, 15
exp(e**X) function, 18
F function, 30
F test, 59
Field Width, 8
Fisher's Exact Test, 94
Fixed effect model, 170
Format, 8
Frequency Analysis, 87
Differences, 90
Expected values, 90
Tables, 89
Tests, 90
Output Options, 89
Frequency distribution, 28

Frequency Distribution function definitions,

31
F-to-Enter, 84
F-to-Remove, 85
F-value, 76
Grouping variables, 13
cutpoints, 13
G-square, 90
Hat Diagond, 81
vs. Predicted Value, 80
Histogram, 127
How to find Outliers, 140
Hypotheses for two-way ANOVA, 113
Hypothesis for one-way ANOVA, 112
Import a File and Reading/Saving Data, 3
Import/Export, 5
Independence, 78
Inference Statistics, 74
int function, 19
Integer variable, 8
Intercept, 57, 68

Interval variable, 10

inv (/X) function, 19

Inverse Chi-square function, 30
Inverse F function, 31

Inverse Normal function, 30
Inverse Student-t function, 30
Kappa statistic, 92

Kurtosis, 47

KW, 120

lag function, 25

Levene'stest for equal variance, 102
Likelihood Ratio Chi-square, 93
Linearity, 79

Link Manager, 35

In function, 18

log function, 18

Longitudina Variables - Defining, 31

Mahalanobis' Distance, 82
vs Predicted Value, 80
Mallows' Criterion, 76
McNemar's Test of Symmetry, 94
Mean, 22, 43
Means Comparison Chart, 133
Median, 48
median function, 22
Method, 69
min/max function, 22
Minimum/maximum Z-Scores, 46
Miss, 43
Missing Value Symbol, 5
mod (xmodulus(p)) function, 19
Model Menu, 67
Modify Categories, 7
Multipass Transformations, 23
Multiple Correlation, 83
Multiple Correlation Squared, 83
Multiple Regression, 61, 168
ANOVA table, 70
Creating Dummy Variables, 64
Entering variablesin, 61
Output Options, 66
N, 43, 55
N function, 22
New Variables, 8
NMissing function, 22
Nominal variable, 8
Normal function, 29, 31
Normal Probability Plot, 135
of Residuals, 78
Normdlity, 77, 145
Group, 47
Normally Distributed Data, 146
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Notation, 42
Number Missing, 43
Number of rows per case, 6
Odds Ratio, 91
One Way ANOV A — Output Options, 118
One-group t-Test, 163
One-group t-tests, 98
One-way ANOVA, 164
Model, 111
table, 122
Variances, 116
Ordinal variable, 8
Qutliers, 79
finding and removing, 139
p_vaue, 59
Paired t-test, 98, 162
Parameter Confidence Intervals, 74
Parameter Vaues, 57
Partial Correlation, 83
Partial Plots, 72
Partial Regression Plots, 73
Partial Residual Plots, 73
Pearson r, 56
Phi coefficient, 91
Plots, 125, 171
for finding Outliers, 79
for One and Two-way ANOVA, 123
for Regression, 72
for t-test, 109
Boxplot, 109
Histogram, 109
Means Comparison Chart, 109
Scatterplot, 109
population mean, 44
Predicted Value, 81
Predictive Regression Model, 51
Quartiles and Interquartile Range, 48
R_sq, 56, 61
Range, 45
Rank Sum, 103
Ratio
variable, 10
Reference Group, 34
RegMS, 59

Regression, 51
Additional Output, 58
Anaysis, 166
Coefficients, 84
Diagnostics, 73
Equation standardized, 58
Formulae, 55, 81

Index

Model Interpreting, 167
Notation, 52
Options Menu, 74
Output - Descriptive Statistics Dialog Box,
70
Output - Simple Regression Scatterplot, 54
Statistics, 75
Variable Selection Criterion, 75
standardized, 58
Regroup, 34
Reorder Categories, 14
Residual, 81
Residual Mean Square, 56Residual vs
Predicted Value, 79
Residual vs. case #, 78
Residuals vs Predicted Values, 80
ResMS, 59
Robust SD, 119
Robust Statitics, 48
Role, 8
Rows separated by - Import/Export, 5
R-square, 56
Sample mean, 44
Sample Size, 43
Scatterplot, 125
Scientific Notation, 8
Screening and Changing Data in the System,
137
SE Mean, 44
Separate Variance t-test, 102
Separating Columns character, 5
Serial Correlation, 46
Set Cutpoints, 7
Shapiro and Wilk statistic, 48
Show Group Names, 8
sign function, 19
Sign Test (Matched), 106
Sign Test for One Group, 108
Signed Rank (Matched), 107
Signed Rank Test, 109
Simple Linear Regression, 53, 166
Output Options, 55
sin function, 20
Single Group t-tests Output Options -
Descriptive Statistics, 107
Skewed Data, 146
using median, 48
Skewness, 47
standard error of, 47
Slope, 57
Spearman rank correlation, 105
Specify Basic Attributes, 7
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Specify Contrastsin one-way ANOVA, 115
Specifying variable attributes, 7
sq (X**2) function, 19
sgrt function, 18
Sgrt_ResM S, 56
Square Root of Residual Mean Square, 84
Standard Deviation, 44
Standard Diagnostic Plots, 77
Standard Error, 57

of Mean, 44

of the Coefficients, 84
Standardized Deviates, 90
Standardized Regression Coefficients, 74
Standardized Regression Equation, 58
Statistical Data Analysis, 153
Statistics for Normality checking, 146
StdDev function, 22
Step by step Intervention, 69
Studentized Residual (deleted), 81

vs. Predicted Value, 80
Student-t function, 30
sum function, 22
Summary function definitions, 22
Summary Transformations, 21
Supported file types, 4
Surround character variable character, 5
t- and Non-parametric Tests, 97
Tables, 87
Tabulated data, 87
tan function, 20
Test of Normality, 48
Tolerance, 68
Transformations

Multipass Functions, 23

Cumulative Distributions, 26
Transforming Data for an Analysis, 149
Transforming Variables, 15

Common and Trigonometric

Transformations, 16

Transforming Variables - Operators, 15
Trigonometric, 20
Trim_Mean, 49
Trimmed ANOVA, 119
trimmed function, 25
Trimmed Mean, 49
Trimmed Means Test, 104, 108
Trimmed t-test, 105
t-tests and Non-parametric

Descriptive Statistics, 101, 104

for One Group, 107

for Paired Groups, 104

Output Options, 101

Single Group Output and Options, 107

statistics for One-group t-test, 100

statistics for Paired t-test, 100

statistics for two-group t-tests, 99

Tests for Two Independent Groups, 102
Tutorial, 137

Quitliers, 138

t- and Non-parametric Tests, 158
t-value for Coefficients, 75
Two-group Output Options, 101
Two-group t-test, 97, 159
Two-way ANOVA, 165

Variances, 117

Model, 112

Output, 121
two-way tables, 87
Types of specified contrasts, 115
Understanding the Link Manager, 179
Uniform function, 31
univariate summary statistics, 41
User-defined, 15
Using Frequency Analysis, 88
Using One-way ANOVA, 114
Using Simple Linear Regression, 53
Using t- and Non-parametric Tests, 97
Using Two - way ANOVA, 116
Variable - copy attributes, 11
Variable - modifying categories, 14
Variable - setting cutpoints, 13

Variablerole, 10
Variable Selection Criteriafor Regression, 80
Variable Type, 8

Variable X model, 170

Variables - Define Design Variables, 34
Variables List Box, 34

Variance, 45

W_Stat, 48

Warniif [ ] % of cases excluded, 69
weights, 44

winsorized function, 25
Winsorized Standard Deviation, 49
Y ates Corrected Chi-sgquare, 94
z-scores function, 25
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