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TECHNICAL BRIEF

1. Summary

At Stonebranch, we are fully committed to leverage all z/OS advancements that are crucial to
support your mission-critical business processing. While mainframes are still very relevant to
many businesses, we will strive to give you modern ways to continue to support those
workload processes in conjunction with newer technology.

The following paper describes how the Stonebranch Universal Agent can help you, as a
mainframe customer, to

e enable your mainframe scheduler for cross-platform business processing;

e simplify your architecture by introducing a single universal agent technology for all
your platforms;

e perform a fast and low risk transition towards a distributed scheduler; and

e reduce your license cost and operational cost by introducing the 100% web-based
Universal Automation Center workload automation tool.

1.1. Enable your Mainframe Scheduler for Cross-platform
Business Processing

Our Universal Agent technology allows you to schedule any new application running on a
UNIX, Linux, Windows, or cloud platform from your existing TWS/z mainframe scheduler (or
any other scheduler). This enables your mainframe scheduler to automate cross-platform
business processes such as triggering and controlling your enterprise-wide SAP batch
process from your mainframe.

1.2.  Schedule Any Application on Any Platform

Universal Agents are capable of working with any application or tool that can access a
command line interface. In addition, Universal Agents enable direct integration with your
applications using a variety of web services protocols, initiating and monitoring application
processes using SOAP, HTTP(s), JMS, and MQSeries protocols.

For SAP-based business processes, our Universal Agents have a built-in SAP-certified
connector, allowing customers to directly define and integrate SAP processes with any other
type of processing throughout the enterprise.

1.3. Consolidate all your Scheduling Agents to a Single
agent for All Platforms

With our Universal Agent technology, you can consolidate all your currently used IBM agents
like FTA’s, standard agents and x-agents (or any other non-IBM agent) using our single
automation agent. This allows you to consolidate to a single standard for all of your
scheduling agents, greatly simplifying the task of deploying and maintaining job-scheduling
agents on all of your servers.
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1.4. Perform Managed File Transfers Between all Platforms

Universal Agents include a highly secure, very powerful managed file transfer solution
(Universal Data Mover) supporting transfer between any platforms. Our file transfer solution
can be fully managed by your existing TWS/z mainframe scheduler (or any other scheduler)
rendering third-party file transfer products obsolete.

In summary, the Stonebranch Universal Agent simplifies your infrastructure with a single
automation agent for multiple automation tasks including managed file transfer.

1.5. Fast and Low-risk Transition to a Distributed Scheduler

The Universal Agent is a vendor-independent scheduling agent, which works with any job
scheduler(s) on all major computing platforms, both mainframe and distributed. All
schedulers that run on z/Series, i/Series, UNIX, Linux, and Windows are supported. This
means, if you are planning to control all or only parts of your jobs from a distributed
scheduler, you do not need to make any changes to your Universal Agent architecture.

No extra investments need to be made, as you are taking full advantage of the existing
network of Universal Agents. Our Universal Agents can even manage workloads from more
than one scheduler at the same time.

For example, using the same Universal Agent you can run a job triggered from the mainframe
TWS/z scheduler as well as a job executed from a connected distributed scheduler such as
TWS/d, Universal Automation Center, or any other scheduler. This functionality allows you to
lower your risk by transitioning gradually (for example, application by application) from a
mainframe scheduler towards a distributed scheduler. You can still run parts of your jobs
scheduled by your mainframe scheduler, while a distributed scheduler such as Universal
Automation Center already controls other jobs.

2. Benefits of Using UAC with the Universal Agent

The Universal Agent is scheduler independent. However if you are planning to replace your
existing distributed scheduler or planning to move towards a single scheduling engine for
your entire enterprise, the Stonebranch Universal Automation Center solution will provide you
a state-of-the-art, 100% web-based scheduler that reduces your licensing and operation
costs.

Lower Licensing Cost

e No payment based on MIPS capacity
e No extra charge for z/0S Rerun/Restart, rerun any instance
e Integrated “highly secure” managed file transfer
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Lower Operational Cost

¢ Single-agent technology proven over more than 15 years of operations

e Incredible ease-of-use, including a video classroom for self-paced learning

e Automatic version control on all changes

e Effective lifecycle management, from development through test and-production

e Elimination of IT audit violations by tracking every change and user action

e Query and control tasks started from within Workload Automation Center Web GUI
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Figure 1: Universal Automation Center Web GUI

Improved Business Support

e Self-service dashboards from any web-enabled device

e Built-in graphical reporting with security access by group or user. Universal
Automation Center allows one to centrally maintain individual credentials for each
container.

e This security concept has been consistently validated by external BSI certified
security companies, including detack and Secuvera.
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5 Key Reasons to Adopt Universal Automation Center
for Customer Successes

M Low risk TWS migration - proven transition (

A~ 3
AACU\ XU o nths for Autosys

replacement

tool for TWS , no big bang migration needed

Single Cross platform Workload Automation
m solution (distributed, mainframe, midrange) R 6

months for TWS
replacement

M Most intuitive and modern GUI of all
vendors confirmed by EMA™

months for TWS
replacement

M Cloud-ready — support for virtual servers,

multi-tenant operations, WBS SOA-layer

M True Real-time solution - dashboard, months for Control-
integrated reporting engine, Audit-proof M replacement

Figure 2: Key reasons

3. How it Works

The Universal Agent consists of a Manager component and a Server component. The
Manager executes commands on any computer running the Server component.

You indicate to the Manager what commands to execute and how the standard input, output
and error data should be processed.

The Manager connects to the Server and processes your request. The Manager executes
remote commands, as they would be if you entered them directly on the remote command
line. Standard input and output and error files are supplied using JCL DD statements. The
Manager for z/0S executes as a batch job.

The following illustration shows how the Manager triggers the Server agent to execute a
remote UNIX script. The Manager receives the remote UNIX command through the JCL
triggered by a Job in TWS/z.
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Mainframe Server
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RC STDIN / Script

Il..Iprg/imyscript.sh

STDOUT  STDERR

ommand

//STEPDL EXEC UCMDPRC
//SYSIN DD x

-cmd “//.-/prg/myscript.sh”
-host produck

-userid john

-pwd secret

/% JCL example

Output
Management
& Archive

difdoL

Figure 3: Triggering a UNIX script from the mainframe via Universal Agent

Secure and Reliable

The Stonebranch Universal Agent uses the latest security standards verified by external
security companies.

Secure Network Communication

Communication across the network is implemented using SSL standards. This provides a
secure and reliable network infrastructure for job scheduling across all of your platforms.

All credentials used in a command file (or even the whole command) can be encrypted using
the Universal Encrypt utility.

Fault Tolerance

Our network fault-tolerant protocol prevents loss of visibility to your active workloads. If the
network connection is lost, the Universal Agent traps the connection termination caused by
the network error and re-establishes the network connections. When connections have been
re-established, processing resumes automatically from the location of the last successful
message exchange. No program restarts are required, and no data is lost.

Manager fault tolerance provides an execution environment in which the Manager agent
(Source Agent) is not required in order for the user process to continue execution on the
remote system. The user process can execute to completion with or without a Manager
Agent connected.
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Deploying the Universal Agent

Universal Agent for z/0S is provided as an easily installed SMP/E package. For all other
platforms, such as UNIX, Linux, and Windows, there are OS packages. No hooks or APIs are
required.

4. Scenarios

The following chapter provides an overview of how to simplify your architecture by
consolidating all your currently used agents towards a single universal agent technology for
all your platforms. We will also explain how the Universal Agent, in conjunction with the
Universal Automation Center, enables you to perform a fast and low-risk transition towards a
distributed scheduler.

4.1. Sample Case — TWS/z Workload Controlled
by Multiple Agents

The following assumes that you are running a TWS/z scheduler on your mainframe, which
uses different IBM agent technologies to remotely start jobs in your distributed “Server”
based environment.

Note: In order to make this example more generic, and to show that the Stonebranch
Universal Agent can replace any type of agent, we have assumed that multiple agent
technologies are in use. If you have already migrated everything to z-centric agents, the
approach remains the same.

Before Agent Consolidation:

z-centric

Mainframe Server

2/0s B s
ErTE T —
Master Domain Mgt.

Domain Mgt.

Sample Situation:

B TWSz as central scheduler on the host

B |BM z-centric, FTA and SA to run distributed-environment jobs
B |BM x-agent to connect to specific application e.g. SAP

B Complex architecture topology for FTA (MDM-DM-FTA)

B Multiple different technologies

B No fault tolerance for z-centric and SA agents

Figure 4: TWS/z workload controlled by different types of agents
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Mainframe Server
. UAgent
i
’ UAgent
TWS for z/0S
@ Vagort [ unix
. UAgent
L
’ UAgent

No Agent

Universal Agent:

Flat topology — direct control over distributed workload
Fault Tolerance

Every type of OS JOB (Unix, Windows, AS/400 i5, zOS)
Integrated secure File Transfer

]
]
]
]
® Scheduling of all SAP Jobs (certified) without Installation of an Agent on SAP
]

Replacement of z-centric, Fault Tolerant Agents (FTA) und Standard Agents possible

Figure 5: TWS/z workload controlled by Stonebranch Universal Agent

Transition Approach

The following illustration outlines the transition from IBM Tivoli z-centric, x-agents (or FTA,

SA) to Universal Agent technology.

f MDM

TWS for z/OS Controller Stonebranch
+ Transition Tool

TWS for z/OS E2E Server - &
Methodology

EQQJBLIB

TWS Build
0 MASTERDOMAIN _

- Batch loader Statements
- Definitions

EQQJBLIB

*  Workstations
* Variables

SCRIPTLIB -JcL
EQQSCLIB - Parameters
* Topology member
PARMLIB
EQQPARM

* TPLGINFO member
Figure 6: Stonebranch transition approach
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Transition steps:

1. Extract all TWS/z definitions for every TWS/z instance via Batch Loader statements
retrieved via the batch command interface tool EQQYCAIN.

Extract workstation and variables definitions via TWS/z batch job.

Scan JCL and Script Lib members from EQQJBLIB and EQQSCLIB datasets as a base
to create new JCL members.

Retrieve parameters such as TPGLINFO member from EQQPARM LIB.

Load the extracts into the Stonebranch transition tool.

The Stonebranch transition tool identifies all relevant options and/or parameters,
which are required to execute the job:

A new JCL member will be generated with the same name as the existing one.

All required parameters will be transferred to the related parameter definitions of the
Universal Agent.

9. Current parameter definitions that are no longer required will not be used.

w N

owos

©

Example

The transition tool reads the Batch Loader file and the related SCLIB member and creates a
new JCL member with the SAP job call in the Universal Agent SAP-compliant syntax. The
SAP Syntax used by the Universal Automation Center is readable by any SAP consultant. No
vendor-proprietary SAP Syntax is needed.

Possible project approach

In this scenario, the Stonebranch Transition Team would execute the transition for a selected
sample environment. After a successful transition, you could perform the transition of any
other environment using the Stonebranch transition tool. Stonebranch would provide
support, if needed.

ADSTART ACTION (ADD) . // JCLLIB ORDER=5YS2.UNV.BZTEST.SUNVSAMP
ADID (NGP11200 ) ADVALFROM (141002) Batchloader file o //*%0PC TABLE NAME=(SAPE2E)
DESCR (* PRINT NG00004Z, DPIC vy //STEP1 EXEC USPPRC
ADTYPE (A) 1%
GROUD (PROD ) //XUSER DD DSN=5YS2.UNV.USERS (3OWSID.),DISP=SHR
OWEER (T4/ 761 Fac:ENc ) - //SYSOUT DD SYSOUT=*
PRIORITY( 5) ADSTAT(A) = =
ODESCR.(*Karl ever 9 ;;SYSIN gg ?SN-SYSZ.UNV.SAESYSIN(!OWSID.).DISP-SHR
ADOP  ACTION (ADD) ~modify VARIANT
OPNO( 21) JOBN (NGP11200) WSID(QCS1)  ADOPCATM(N) -dest FOWSID.
CONDRJIOB (N) -client &OXJOBNAM
DESCR (*NG60004Z v=DETC ] -level trace
DURATION (000062) I*
?E;:(r;:ryz AJR(Y)  TIME(N) CLATE(N) e O VARTRAT =22
ot -
s 1) VARIANT KAME = *X_NG00004*
ADOPPWTO (N) MONITOR (N) il L_HE000042
ADOPJOBCRT (M) REPORT = "ZAAP0006_OPC_START_PROG_VARIAN";
ADOPUSRSYS (N) ADCPEXPJCL (N) CSCRIPT (N) USEXTNAME (Y) USEXTSE (N) VARIANT TEXT = "X_NG00004Z"
USESAI (N) ° |-
ADDEP ACTION (ADD) el
PREWSID (CEU1) PREOPNO( 20) e | //* --- START RABAP WITH MODIFIED VARIANT ---
DESCR(" i © | //STEP2 EXEC USPPRC
ADOPEXTN ACTION (ADD) = =
EXTNAME (*100 ') & |/
@ | //XUSER DD DSN=SYS2.UNV.USERS ($OWSID.), DISP=SHR
@ | //sYSOUT DD SYSOUT=+
= | | //5YSIN DD DSN=SYS2.UNV.SAPSYSIN ($0WSID.),DISP=SHR
174 DD *
//JOBDEF DD *
JOBNAME = "NYP11200"
VARSUB SCLIB member e RBAP_STEP = ®STEP 1"
PREFIX('&") ABAP_PROGRAM NAME = "ZAAP0006_OPC_START_PROG_VARIAN"
TABLES (SAPE2E) VARIANT_NAME = "X_NG00004Z"
JOBREC LANGUAGE = mgn
JOBSCR('/ -job NYP11200 -user TWSUSER -rfc_client &OXJOBNAM PRNEW = "X"
-3l type=A -sl program=ZAAP0006_OPC STARI PROG VARIAN ¢
-s1 variant=X_NG0O0004Z -s1 lang=DA ” m~ N _
-vpari p_varian=STANDARD -vpari p_opcnav=§OADID. ;;sysm gﬁ 135N—5Y52.UNV.SAESYSINHOWSID.).DISP—SHR
-vparl p opcia=&OYMD1.&CHHMM. -vparl p_opcws=&OWSID —auly JOBDEF
T8 -dest SOWSID.
-debug -tracelvl 3 -rfctrace _client SOXJOBNAM
-s1 prnew -flag type=exec') -level trace New JCL member e
JOBUSR (twsuser) /*

Figure 7: Creation of a new JCL member.
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4.2. Sample Case — Migration from TWS/z to Universal
Automation Center

Companies today are migrating away from mainframe infrastructure in favor of x86-based
distributed applications for a number of reasons:

1. Corporate consolidations or acquisitions: The acquired company must often abandon
its mainframe to accommodate data center integration with a new owner or parent
company.

2. Time: Mainframes and their applications can be challenging to maintain, as it is
increasingly difficult to find qualified personnel to keep older systems and software
running in a timely fashion.

3. New applications, such as SAP HANA or Oracle EXADATA are designed for open
systems.

4. The major cloud services such as AMAZON EC2 and Microsoft Azure are based on
X86 architecture.

5. Money: High one-off costs for a new top-tier mainframe can exceed $1 million. There
are also high annual operational costs due to hardware upgrades, hardware
maintenance, and software licensing.

To manage workloads in such a transitory environment, you would need a scheduler, such as
Universal Automation Center, to support both your new or future business processes
(DevOps, Cloud, SOA, SAP HANA) while continuing to serve your current mainframe-based
workload processes.

Mainframe | unx | Server
@ UAgent
z/0S
@ Universal / @ Uagent |__unix
Agen Controller // @ uhgent
T B
&= No Agent
2/0s == \
=
@ UAgent

. UAgent

No Agent

Universal Controller:

B 100% Web-based, developed using latest Google Webtoolkit

m Real-time dashboard, integrated reporting engine, Audit-proof

B Cloud-ready — support for virtual servers, multi-tenant operations, Webservice SOA-layer

® Low risk TWS migration - proven transition tool for TWS , no big bang migration needed

Figure 8: TWS/z workload controlled by Stonebranch Universal Agent
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When making the transition from TWS/z to Universal Automation Center, only the TWS/z
controller (or other scheduler) instances need to be transitioned. The Universal Agent
infrastructure remains the same.

Another important benefit of the approach is the possibility of parallel operations of TWS/z
and Universal Automation Center. The Universal Agents can be connected to multiple
schedulers at the same time. It is therefore possible to continue to execute some workflows
using a TWS/z scheduler, while others are controlled by the Universal Automation Center.
This phased transition is less risky than a “big-bang” approach.

Transition Steps

1. Extract transition data of each TWS/z instance:
e Definitions
e Workstations

Special resources

Calendars

Variables

ETT

Periods/rules

JCL

Parameters

2. Load the extracts into the Stonebranch transition tool.

3. The Stonebranch transition tool identifies all relevant options and/or parameters
required to execute the job and uses them to create a Universal Automation Center
loadable XML file.

4. The XML file will be loaded via the Universal Automation Center GUI and the result
validated. Manual adjustments can be made where needed.
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Deptash-Setup-9pm 0001-01-011200:00 00010101 120000 USM-AUTO1 1 000100 autouser@USMLC
TEST_Load_SaFeet_Spreadsheet 0001-01-011200:00 0001-01-01 1200:00 USN-DB2 1 000100 essadmin@USM_
Load_SaFootage_Spreadsheet 0001-01-011200:00 0001-01-01 1200:00 USN-DB2 1 000100 essadmin@USM_
Build_P&L_P8L(same_data_as_Prelim) 0001-01-01 12.00:00 0001-01-01 1200:00 USM-DB2 1 00:01:00 autouser@USMLC
Jim Move.Duplicated.File 0001-01-011200:00 00010101 120000 USM-AUTO1 1 000100 autouser@USMLC
JimMsg-3 0001-01-011200:00 0001-01-011200:00 USMBICEPS 1 000100 ro0I@USMBICEP:
Get511-Movement 0001-01-01 120000 0001-01-01 1200:00 USM-UTIL 1 000100 autosyS@USM_U
Get.502-Movement 0001-01-01 120000 0001-01-01 1200:00 USM-UTIL 1 0001:00  autosys@USM_U(x] =
Ll O] g} [

Figure 9: Stonebranch transition tool

© Stonebranch 2020. All rights reserved.



TECHNICAL BRIEF

Transition Approach

Stonebranch provides a proven methodology for the transition of workload management
systems to the 21st-century workload automation engine, Universal Automation Center. This
methodology has been developed and enhanced over the last decade and has been used by
more than 200 clients worldwide for successful transitions from any scheduling engine to
any scheduling engine. Over the years, the methodology has been optimized for the needs of
Universal Automation Center and has been proven successful with transitions at ING
Belgium and Achmea in the Netherlands, as well as with several customers in the U.S. such
as Lands’ End, United Supermarkets and OPERS.

The methodology, shown in Figure 10 focuses on the mitigation of risks and ensures
adherence to the budget and time guidelines of the transition project. One of the
cornerstones is the permanent transfer of knowledge during the complete project to ensure
the client’s ability of to manage workloads independently once the transition is finalized and
accepted.

Although from a time and budget perspective, a turnkey transition is usually preferred, this
methodology allows for the adoption of the process to any customer’s specific needs and
requirements.

Sample Workload Production
Migration Workload Migration

Customer /Partner Know-how
Collaborative Learning

Task Assignment

Initiate & Setup Cut Over & Go Live Project Clasure

4, Sehedul Migration Process Extract Data Extract Data Run Daily Plan Agent Walid ation Project Acceptance
Schedule

: Run Long-term Walidate Praject
Logistics B Run Canversion Plan Cradentials Documentation

ED-day Review

Change Pracess Upload DB Upload DB Forecast Compare Farecast Compare P

. - Compare
Built Iterns Built ltems SEpad s Schedule Host?
o . . Walidate WWF External
Handle Exceptions Handle Exceptinns i i Dependencias
High Av ailahbility Yalidate Variables Defined Actions

SB Supports

Security

Kickoff

Milestone 1: Milestone 2: Milestone 3: Milestone 4: Milestone 5: Milestone 6: Milestone 7:
Project defined & Migration & Process proven, Data conversion All data validated Former product Smooth handover
target change test & acceptance finished and and ready for cut dismissed & UAC collaboration
architecture process defined. criteria defined workload ready over live
implemented Customizations for Go Live

identified

Figure 10: Stonebranch seven-step migration methodology
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STEP 1: Initiate & Setup

Environment setup

At the end of this phase, the project has been defined from an organizational perspective,
and the required target architecture for the Universal Automation Center has been defined
and set up. The Initiate & Setup step is divided in two phases. Phase 1 ensures that the
environment is set up properly to cover the needs and requirements of the client; Phase 2
ensures that project team members are trained on the solution and are capable of using the
Solution in all project relevant aspects. In addition, the security definitions have been defined,
and the project team has developed a user- role- and permission concept.

Project team member training

At the end of this phase, the project has been defined from an organizational perspective,
and the required target architecture for the Universal Automation Center has been defined
and set up. The Initiate & Setup step is divided in two phases. Phase 1 ensures that the
environment is set up properly to cover the needs and requirements of the client; Phase 2
ensures that project team members are trained on the solution and are capable of using the
Solution in all project relevant aspects. In addition, the security definitions have been defined,
and the project team has developed a user- role- and permission concept.

STEP 2: Analyze

Although the environment is analyzed and the project scope is defined in the pre-sales stage,
this phase is used to ensure that a specific, detailed analysis is done together with customer
experts. External interfaces must be identified; change processes must be defined to make
sure that changes are synchronized between the environments during the transition project.
In addition, special effort will be made to identify all external interfaces, and solutions will be
put in place to keep these interfaces up and running.

STEPS 3 and 4: Sample / Production Workload transition

In these phases, the final transition of the data is done, and all elements from the current
scheduling solution are provided as objects in the Universal Automation Center Database.
Depending on customer needs and requirements, a special “sample workload transition” can
be executed, where a representative set of applications is run through the transition program,
and the results are validates together with the customer. At the end of this phase, the
Universal Automation Center Database is built to reflect a “1:1” mirror of the current
scheduler database, executing all jobs at the same time, depending on the same events, with
the same dependencies as they are scheduled today. Of course, certain adaptations are
required to reflect different technologies, but the results of the execution are identical.

STEP 5: Validation of results

During the validation, the current schedule definitions and the newly built Universal
Automation Center definitions are compared to make sure that all jobs or schedules are
executed properly. Forecasting reports for daily, weekly monthly or yearly executions are
created and compared, and potential application-specific requirements are verified.

STEP 6: Cut over & Go-live

Once the data has been validated and approved by the customer, and a date has been
defined for the final cut over, this project phase makes sure that all requirements for an error-
free and smooth go-live are met. Fallback scenarios are defined and implemented; the actual
go-live process is defined and communicated; resources are defined and tasks assigned for
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Proof Points and Key Benefits TECHNICAL BRIEF

the go-live. For the defined period, resources will be onsite and available 24x7 to make sure
that questions are responded to quickly and support is available for operations and
application.

STEP 7: Project Closure

In the Project Closure phase, all parties involved will finalize their relevant project
documentation and go through the “lessons learned” sessions to make sure that future
projects or project phases are adopted accordingly.

5. Proof Points and Key Benefits

=
Proven by Stonebranch existing blue chip
M customer base ; 2’000
L ING Universal Agents
M Truly independent technology as confirmed s Woridebi :
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m Audit proof and secure; no vulnerabilities i -
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found in penetration test by Secuvera FIDUCIA GAD * 71500
GmbH Security Experts L BN Universal Agents
g
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M You 4 000
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Figure 11: Key benefits

© Stonebranch 2020. All rights reserved.



S

stonebranch

© Stonebranch 2020. All rights reserved.




	Table of Content
	1. Summary
	1.1. Enable your Mainframe Scheduler for Cross-platform Business Processing
	1.2. Schedule Any Application on Any Platform
	1.3. Consolidate all your Scheduling Agents to a Single agent for All Platforms
	1.4. Perform Managed File Transfers Between all Platforms
	1.5. Fast and Low-risk Transition to a Distributed Scheduler

	2. Benefits of Using UAC with the Universal Agent
	3. How it Works
	4. Scenarios
	4.1. Sample Case – TWS/z Workload Controlled by Multiple Agents
	4.2. Sample Case – Migration from TWS/z to Universal Automation Center

	5. Proof Points and Key Benefits

