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To  b e  d et er m i n ed

Will complexity stop us?

Will technology pessimism win?



The biggest lesson that can be read from 
70 years of AI research is that general 
methods that leverage computation are 
ultimately the most effective, and by a 
large margin. The ultimate reason for this 
is Moore's law.”

Rich Sutton, The Bitter Lesson, March 2019

“



TWO DISTINCT ERAS OF COMPUTER USAGE 
IN AI 

 First Era Modern Era  
1960 1970 1980 1990 2000 2010 2020
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(Source: https://openai.com/blog/ai-and-compute/)

https://openai.com/blog/ai-and-compute/
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“There is nothing new to be 
discovered in physics now” 
Lord Kelvin 1900

“Moore’s law won’t work at feature 
sizes less than a quarter of a micron”

Erich Bloch – Head of IBM Research, later Chairman 

of NSF 1988

“Everything that can be 
invented has been invented” 
Charles H. Duell

US Patent Commissioner 1899

2011
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2009

2009

2016

2012





S KE PTI C S

Moore’s Law is Dead 
CES 2019: Jensen Huang
Nvidia CEO

Moore’s Law is Over
2018 IEEE Spectrum: David Patterson
UC Berkeley / Google 
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M O O R E ’ S  LA W TR A NS I S TO R S
1000X reduction in feature size

New materials │ New architecture



Transistor density

1980 1984 1988 1992 1996 2008 2012 201620042000

Frequency

Performance / $

10,000,000

100

1,000

10,000

100,000

1,000,000

10

1

1.7

2.0

1.2

1.7

2.0

1.3

1.1

TR A NS I S TO R  S C A LI NG



0

30

60

90

120

150

PA R A DI GM  S H I F T

Average 
number of 

IPs in an SOC

(Source: Semico Research)

20041998 2000 2002 20082006 2010 2012 2014 2016 2018



1980 2020 Scalar
Transistors per core 100,000 100,000,000 1,000X
Frequency of operation 5 MHz 5 GHz 1,000X
# Processing steps ~100 ~10000 100X
Wafer diameter (inch)
Printed die per wafer

6 inches
1X

12 inches
4X

2X
4X

# Mask layers ~10 ~100 10X
Transistors on a chip 100,000 30,000,000,000 30,000X
Minimum feature size 3 microns < 5 nanometers 600,000X
Transistors / mm2 1,000 100,000,000 100,000X
Cost per transistor (cents) 0.1 cents 0.00000001 cents 10,000,000X
Memory Latency 4 cycles 400 cycles 100X
Fab cost $1M $10B 10,000X
Power dissipation < 1W > 200W 200X
Instructions per cycle 0.3 3 10X
Operating voltage 5 Volt 0.65 Volt 5X
# Personal computing devices < 10 million > 10 billion 1,000X

1 0 0 0  S C A LA R S



1 WATT GENERATOR 1 GIGAWATT GENERATOR

(Image source: www.rediff.com)



(Image source: Cray, Inc.)

B I G  C O M PUTE R S …  WH Y  NO T?



B O T H  A R E  M A D E  O F  T H E  S A M E  C E L L S



KE Y  PR O B LE M S

> How to program 1 million computers ?

> Address >260 objects ?

> Make 1 peta look-ups into 1 petabyte of data?



A B S TR A C TI O N LA Y E R S
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C O M PUTI NG

𝐴𝐴 = 𝐵𝐵 + 𝐶𝐶 ⋅ 𝐷𝐷

𝐴𝐴 𝑖𝑖 = 𝐵𝐵 𝑖𝑖 + 𝐶𝐶 𝑗𝑗⋅ ⋅ 𝐷𝐷 𝑘𝑘

𝐴𝐴 𝑓𝑓𝑚𝑚𝑚𝑚 𝑖𝑖,𝑗𝑗 ,𝑓𝑓 𝑗𝑗⋅𝑘𝑘 = 𝐵𝐵 𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖,𝑘𝑘 ,𝑓𝑓 𝑗𝑗,𝑘𝑘 + 𝐶𝐶 𝑓𝑓𝑓𝑓𝑓𝑓 𝑘𝑘,𝑗𝑗 ,𝑓𝑓 𝑘𝑘,𝑗𝑗

𝐴𝐴 𝑖𝑖,𝑗𝑗 = 𝐵𝐵 𝑖𝑖,𝑘𝑘 + 𝐶𝐶 𝑘𝑘,𝑗𝑗
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Dat a  m o d e l s

Global Memory
Caching

Load/Store 
Arch

Local Mem
DMA

Networked Memory

(Source: Software Data Movement – SW DM)
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(Source: https://imgflip.com)



Build enough 
Multiply units

Hand code 
benchmarks

Raise money

Hire compiler 
team

Spend money

AI chips

SIMD
Local memory
no privilege model
hard to program
…….



(Source: Peter Bannon, Tesla)

A C C E LE R A TO R S

 Put the data in the local ram

 Put the out put of CAFÉ in the control story

 The compute arrays do what the CAFÉ said 

to do
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(Source: http://mashable.com/2017/05/07/pennsylvania-coal-miners/)



H O W TO  PR I NT  

1990 20142002

ILTDOG EARS MODEL-
BASED OPC

OPC + RULE BASED 
ASSIST FEATURES

NO 
CORRECTION



TRANSITION FROM 193NM TO 13.5NM EUV 
15 YEARS DUE TO COMPLEXITY

E UV :  A N  I NNO VA TI O N E X A M PLE



H O W TO  PR I NT  

1990 20142002

ILTDOG EARS MODEL-
BASED OPC

OPC + RULE BASED 
ASSIST FEATURES

2020

NO 
CORRECTION

Single 
patterning

EUV



TO  B E  DE TE R M I NE D

M O O R E ’ S  L A W C O M P L E X I T Y  
L I M I T S

T E C H N O L O G Y  
O P T I M I S M
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