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Simple Creation of Jobs

=} Symantec Backup Exec™ 2010
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Troubleshooting Job Failures

9 cosmain3 - AY_Print - cosmain3 - Remote Desktop -0l x|

Job History [_ |
Job History  Job Log l

Completed status: Failed Expand All | Collapse All | 2l

B Job Information

Server name : COSMAING

Job name : Inventory Library 00015

Job log : C:\Program Files‘\VERITA5\Backup Exec\NT\Data‘\BEX_COSMAIN3 01339.xml
Device name : Dell Autoloader LTO 3

E Utility Job Information

Slot Barcode Media Label Status Device
1 000001L3 incompatible media
2 000002L3 incompatible media
3 000003L3 incompatible media
4 000004L3 incompatible media
5 00000SL3 incompatible media
[ 000006L3 incompatible media
7 000007L3 incompatible media
8 000008L3 incompatible media

B Job Completion Status

Job started : Tuesday, March 11, 2008 3:13:05 PM

Job ended : Tuesday, March 11, 2008 3:13:13 PM

Final error: 0xe000e005 - The job has reported multiple errors. See the job log for details.
Final error category: Backup Dewvice Errors

Completed status: Failed

Save As.. I Print | Find... I

0K I Cancel I Help I
Z
tf_' Sl:artl J L’g, é J g Computer Management | &, Symantec Backup Exec - ... “&3 Job History @*% 3113 PM
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Why Were Backups So Problematic?

» Agents running on bare metal servers unreliable
» Connection to backup targets an issue — WAN links
* Connection to tape library

» Upgrades to Library Firmware or Backup Software often broke
backup jobs

* Required constant monitoring and testing — no time
» Selecting individual folders for backup
* Retalning permissions
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What Is Different about Modern Datacenters?

ET,J Datastore Browser - [voll-staging]

B P @ 8B X @
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g’ HD'U'taEnyl @ EElr'ItE.\fI'E'IJ{ TATER [
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[_j Go to Folder
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Copy
Paste
Inflate
Download. ..
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1 object selected 2.07 KB Mew Folder
Delete from Disk
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How Disaster Recovery Differs from Backup

©2016 Mindsight

Disaster Recovery:

A subset of business continuity

Prepares for recovery or continuation of technology infrastructure - vital to an
organization after a natural or human-induced disaster

Systems or applications may be available but the end users may not be
Disaster recovery ensures the data is available quickly after an outage

Backup:

Copying and archiving of computer data so it can be used to restore the
original after a data loss event

Backup system contains at least one copy of all data worth saving
Data storage requirements can be significant

Organizing this storage space and managing the backup process can be a
complicated undertaking




Why Do You Need Both?

Backup: years of retention to meet internal and external Disaster Recovery: shorter retention,

compliance requirements, fewer recovery options with many recovery options
— Recovery takes a longer time, extending RPOs — Reduced RPO and RTO
» Analysis of the businesses RPO and RTO needs, Data Loss & Downtime
as well as the potential disaster to account for, (&)
will guide us on the method of recovery Backup snapshot snapshot Snapshot
» Lower RPO/RTO for your key applications will TN TR AAARIRIT
require the implementation of replication tools oo oo ™ me 1o -
— Replication

§ Power Interruption or F= Ransomware Virus @ File deletion, Application
a or Human error

Hardware Failure == |Infection

e

o Does NOT replace backup

o Replicates corruption and data deletion
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How Do | Know What | Need?

Create

Assign RTO and RPO Needs B Protection
by Application-Tiering

Groups




What is Right for My Business?

Defining a Sound Backup Strategy

» All business and all data need this!

* Needs to be consistent, reliable, tested and proven to work

* Needs to be constantly monitored; if an alert is detected,
remediation needs to happen

* Second copy has to be sent offsite from the primary copy

— Test the restore capabillities

— In the event of a recovery from restore, you need to know that it will be
successful to get you back to your last safe state
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What Service Level is Required

Service Levels (Days / Hours / Minutes)

Disaster Recovery delivers very aggressive
service levels

— Recovery point objectives of seconds
— Recovery time objectives of minutes

Backup delivers service levels that are better
suited for a tier 3 application
— Can you lose 24 — 48 hours of data?

— Can the business survive without the application for
12/24/36 hours or more?

©2016 Mindsight



Define Application Requirements

Application Performance and Impact

» Disaster Recovery — The replication mechanism operates continuously
and does not significantly impact the application

— End-user productivity is not impacted
— Revenue generating activities are not slowed

« Backup — The replication mechanism occurs at a set time(s) during the
day and application performance slows

— End-users notice a change in application performance
— Backups usually occur in the overnight/early morning hours
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DR Must Have:

Automated Recovery

— Disaster Recovery should have minimal manual steps to ensure
accuracy and speed

Line = .
| [f) Fa T = - | F-EIIIO'H’E>
TE=t = —

Reverse Protection

— Disaster Recovery should deliver the ability to replicate back to the
production site for simple failback when possible

©2016 Mindsight



DR Must Have: Consistent Protection and Recovery

= , _ LUN Consistency Group evolved = Virtual Protection Group
Production Site

* Simple, scalable, protection & recovery of VMs, not LUNs
Enterprise Applications

_ ®* Protect all VMs & recover multi-VM application stacks together
CRM, ERP, SQL, Oracle, SharePoint, Exchange

I ¥ = ! ®* Pointin time recovery, write ordering & consistency

HVM (VM [T VM| VM VM VM| il VM||VM [

I =" — : . . o

i VM E VM vMm Ilvm VM i VM E VM ®* Pre-configure recovery settings, network etc, prioritize VPGs

I [ 1 l.____..

| | 1 1

i VM i VM [[| VM i VM| VM ]! ® Support virtualization features vMotion, svMotion, HA etc

1 | |._________.!

1

v | R eenntCEEET PR SrEE EEEEE PR LRSS \

t==== i VPGL |vM| |vMm| |vM| |VM| |VM|  RPO 4 seconds
] ] ] ] Sommmmm s Smmmmmmssmssmeees ST mTTmsmmssssmsmmsm e !

Pl S VPG2 [vm]| VM| |VvM| |VM]| [vm RPO 6 seconds

\vDisk \VDiSk | vDisk | vDisk
vDisk EVD“ Jv?)::----@:- { __________________ o \
VDisk I VPG3 |VvM]| |[VM]| [vM]| [vMm| [v™M RPO 9 seconds
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DR Must Have: Disaster Recovery Automation

| Replicate only changes Create VMs, attach vDisks, boot order |
| Automated Failback Configuration* Simple, Automated, Fast RTO = Minutes |
Previous settings maintained Networks, re-IP, scripts & validation
Production BC/DR
Site Site
vCenter VM vCenter VM
i""'i I Temml
VM |[VRA| j| VM |}|VRA | VM IIVRA[ - J VM [IIVRA
|
! L_-_} O—I VM-Level Recovery I—O i I""} i I““':
VM || VM :‘VM\ VM: :VM\ VM\: :VM VM:
e | A % 7 1 ] (gt ]
— — — —
% vDisk vDisk %Dvmsk |
| Small to large scale migrations Isolated, restore anything, dev/test
| Move Anything in Minutes Non-disruptive Failover Testing
Seconds of lag, test before Offsite Clones, extend protection
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DR Must Have: Testing Recovery and Reporting

HyperV-CRMApp2

Recovery Operation Details
Initiated by

Recovery operation

Point in time

Recovery operation start time
Recovery operation end time
RTO

Recovery operation result

User notes

Protected site

Recovery site

Default recovery host

Default recovery datastore
Default test recovery network
Default recovery folder

Zerto

Report generated by
Zerto Virtual Replication

Recovery Report for Virtual Protection Group

Report was generated on 04/13/2015 15:10:51

VCLAB.LOCAL\Administrator

Failover Test

04/13/2015 11:19:42

04/13/2015 11:19:53

04/13/2015 12:01:03

00:02:25

Passed by user

VMware to HyperV failover test passed

Virtual Protection Group Recovery Settings

DC1-VMware

DC3-Hyper-V

hypervhostl.lab.local

E

vmxnet3 Ethernet Adapter - Virtual Switch
SCVMM_VM_FOLDER_BASE

Recovery Report for Virtual Protection Group HyperV-CRMApp2

Virtual Machine Recovery Settings

Detailed Recovery Steps

Zertoe

ES Step Description Result

1 Fail-over test VM 'CEMAppl-File' Success

LL Create recovery VM 'CEMAppI-File - testing recovery’ Success

11 Reconfigure IP for VM ‘CRMAppl-Fils - festing recovery” Success

2 Fail-gver test VM ‘CRMAppl-Web' Success

21 Lreate recovery VM 'CEMAppl-Web - testing recovery” Success

12 FReconfizure [P for VM 'CEMAppl-Web - festing recovery’ Success

EN Fail-over test VM 'CEMAppl-Database’ Success

3L Create recovery VM 'CEMAppI-Database - testing recowery’ Success

ERN Reconfizure IP for VM "CEMAppl-Databazs - testing recovery’ | Success 30 <00:

4 disable DRS Success 11:30:30 00-00:00

5. Fail-gver test VMs' 'CEM App2-File' volumes Success 11:21:12 00:00:41

51 Create scratch volume for VM 'CEMApp2-File - testing Success 11:30:42 00:00:11
Tecovery’

52 Detach volume "CEMApp2-File-0:0:" from "Z-VEA- Success 11:21:08 00:00:03
hypervhost] lab local'

53 Attach wolume "CEMApp2-File-0:0-" to VM "CEMApp2-File - Success 11:21:12 00:00:03
testing recovery’

[N Fail-over test VMs' 'CEMApp2-Dambase’ volumes Success 11:21:43 00:01:13

[A 8 Create scratch volume for VM 'CEMAppl-Database - testing Success 11:21:21 i
Tecovery'

62 Detach volme "CRMAppl-Database-0:0:" from Z-VEA- Success 11:21:40 00:00:07
hypervhost] lab local'

6.3 Amach volume 'CEMApp]-Database-0:0-" to VM "CEMApp2- | Success 11:11:43 00:00:03
Dambase - testing recovery’

T Fail-over test VMs' 'CRMApp2-Web' volumes Success 11:31:32 00:01:02

TL Create seratch vohme for VM 'CEMApp2-Web - testing Success 11:21:02 00:00:31
Tecovery’

TL Deach volume "CRMAppl-Web-0:0:" from Z-VEA- Success 11:21:28 00:00:06
hypervhest] lab local'

T3 Amach wolume "CEMApp2-Web-020:" to VM 'CRMApp2-Web - | Success 11:31:32 00:00:03
testing pecovery’

8. Start VMs Success 11:22:04 00-00:20

8.1 Start VM 'CRMApp]-File - testing recovery’ Swocess 11:21:47 00-00:02

4.2 Start VM "CEMAppl-Web - festing recovery' Success 11:11:49 00:00:02

43 Start VM 'CEMAppl-Database - testing recovery' Success 11:12:04 00:00:14

Recovery Report for Virtual Protection Group HyperV-CRMApp2
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Disaster Recovery as a Service

* Procuring outcome of recoverabillity through preparedness &
testing

— Application/Service Tiering
— Days / Hours / Minutes

 Recovering critical applications at an alternate DR site for
anywhere access by users performing functional testing

* 72 hour user application test time AFTER your IT team agrees
recovery Is a success!

* Documentation for compliance
e DR site resources reserved for time of need or disaster

©2016 Mindsight



Defining DRaaS Roles and Responsibilities

Disaster Recovery as a Service

DRaasS takes DR one step further — offloads failover availability management,
testing and execution of event mitigation to Mindsight

In a DRaaS environment, the replication of your virtual or physical
Infrastructure takes place in our data centers

The DRP policies, procedures, and actions are clearly defined by both your
organization and Mindsight

Our team conducts regular testing of failovers scenarios; in the event of an
actual emergency, we perform your failover

The entire DRaasS service is wrapped in a predefined Service Level Agreement
(SLA) specifically written to achieve your businesses operating objectives




Backup: Your “Days” Scenario

Customer Premise Network Connectivity Data Center Or Secondary
Site

[ | e | e [l e | e | “——
[ | e | e [l e | e | “a—

|§

—— —l—— Encrypted N e e s S
—]— J Connection J 1
* Public Internet
Virtual Server  Production Primary * Options for Private Gc:°“d
Infrastructure Storage Backup Circuits ateway Cloud
Storage + SSL Encryption Repository
*  WAN Acceleration
(optional) n
Certified
Engineers
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Image Replication: Your "Hours” Scenario

Customer Premise Network Connectivity Data Center or Secondary
Site

VM VM VM

- |a|a a |a [a
[ e | e | e [l e | e | —|
[ | e | e Pl e | e | “a—

VM Image S S
Replication — —— ]
— Encrypted T
- ‘) Connection ‘) & —|~—|—~—|—|—
* Public Internet Cloud
Virtual Server  Production + Options for Private Cloud Repository
Infrastructure Storage Circuits Gateway

* SSL Encryption
«  WAN Acceleration

(optional) ! &

Recovery managed by m

Certified
Engineers

Reserved Replication
Resource Pool

Mindsight>)» 24
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Data/System Replication: Your "Minutes” Scenario

Customer Premise WAN Connection Data Center

Zerto Zerto
Replication Replication

o @ @ ) ===
Optionally VPN over
Private Cloud PHb“_C Internet or Private Private Cloud
Resource Pool Circuits l & Resource Pool
L& * Optional laaS

Recovery Managed by

Replication Managed by Mindsight Engineers

Mindsight Engineers

©2016 Mindsight



None of This Matters Without a Plan AND Testing!

- Infrastructure management
O 1 - Develop proposed solution O 3 - Develop infrastructure O 5 - Regular failover testing
- Backup, Replication & DRaaS - Event mitigation processes - Event mitigation (as needed)
(\I

Q DISCOVERY m PLANNING VALIDATION m DEVELOPMENT ‘ TESTING & DEPLOYMENT . MANAGEMENT
- Current status of DR strategy? - Stakeholder meeting - Infrastructure is activated
- Application RTOs / RPOs? 2 - Present proposed solution 4 - Infrastructure is tested
- Application footprint? - Present project timelines - Infrastructure is certified

- Minimum viable infrastructure? - Additional requirements - Production ready
- End-user connections to apps?

- Security & compliance?

- What is an event?

Sample Project Plan Outline

©2016 Mindsight Furmeri» Tympani, Inc. g »




Managed Disaster Recovery - Documentation

o e —
Step-by-Step DR e —
Technical Recovery I
Procedures ——

- 4 Vesw

B By wnls wndt b i g P e N —

Sepury . v ae ol S

| o ‘o - e b il Bt . e - e '
Begin Restore Procedures e e R T T
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Managed Disaster Recovery - Documentation
DR Exercise Report and Recovery Time Achieved
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Gotchas!

Managed Disaster Recovery as a Service

* Bandwidth constrained environments with a high rate of
change are challenging

— Will stretch the RPO from seconds to minutes and potentially hours

* Saas solutions DR capabilities need to be checked and lined
up with your RPO and RTO goals

— This can increase the SaaS cost

» Complex networks add to the importance of planning and must
be paid attention to and accounted for in advance of DR

— Actually makes testing more complex and difficult than a “real”
disaster

©2016 Mindsight
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a Jason Wankovsky - Mindsight

jwankovsky@gomindsight.com

630.981.5039
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