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Backup VS Disaster 

Recovery – Why you 

need both
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Agenda

• Data protection – past and present

• Disaster recovery vs backup 

• What is right for your business

• Best practices

• Managed disaster recovery services
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Jason Wankovsky

Mindsight CTO and VP of Consulting

20+ years of experience in IT management 

and executive leadership

Focus on creation and delivery of high-value 

managed services

Expertise in disaster recovery and backup 

solutions

Experience as IT Manager and Consultant for 

mid-size and enterprise clients
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Data Protection 

Past and Present
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Simple Creation of Jobs
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Troubleshooting Job Failures
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Why Were Backups So Problematic?

• Agents running on bare metal servers unreliable

• Connection to backup targets an issue – WAN links

• Connection to tape library

• Upgrades to Library Firmware or Backup Software often broke 

backup jobs

• Required constant monitoring and testing – no time

• Selecting individual folders for backup

• Retaining permissions



©2016 Mindsight
8

What is Different about Modern Datacenters?

s

VS
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Backup VS 

Disaster Recovery
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How Disaster Recovery Differs from Backup

Disaster Recovery:
• A subset of business continuity

• Prepares for recovery or continuation of technology infrastructure - vital to an 
organization after a natural or human-induced disaster

• Systems or applications may be available but the end users may not be

• Disaster recovery ensures the data is available quickly after an outage

Backup:
• Copying and archiving of computer data so it can be used to restore the 

original after a data loss event

• Backup system contains at least one copy of all data worth saving

• Data storage requirements can be significant

• Organizing this storage space and managing the backup process can be a 
complicated undertaking
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Why Do You Need Both?

Backup: years of retention to meet internal and external 

compliance requirements, fewer recovery options

– Recovery takes a longer time, extending RPOs

Disaster Recovery: shorter retention, 

with many recovery options

– Reduced RPO and RTO

 Analysis of the businesses RPO and RTO needs, 

as well as the potential disaster to account for, 

will guide us on the method of recovery

 Lower RPO/RTO for your key applications will 

require the implementation of replication tools

— Replication

o Does NOT replace backup

o Replicates corruption and data deletion
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How Do I Know What I Need?

Assign RTO and RPO Needs 

by Application-Tiering

Create 
Protection 
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What is Right for My Business?

Defining a Sound Backup Strategy 

• All business and all data need this!

• Needs to be consistent, reliable, tested and proven to work

• Needs to be constantly monitored; if an alert is detected, 
remediation needs to happen

• Second copy has to be sent offsite from the primary copy 

– Test the restore capabilities 

– In the event of a recovery from restore, you need to know that it will be 
successful to get you back to your last safe state
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What Service Level is Required

Service Levels (Days / Hours / Minutes)

• Disaster Recovery delivers very aggressive 
service levels

— Recovery point objectives of seconds

— Recovery time objectives of minutes

• Backup delivers service levels that are better 
suited for a tier 3 application

— Can you lose 24 – 48 hours of data?

— Can the business survive without the application for  
12/24/36 hours or more?
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Define Application Requirements

Application Performance and Impact

• Disaster Recovery – The replication mechanism operates continuously 
and does not significantly impact the application

— End-user productivity is not impacted

— Revenue generating activities are not slowed

• Backup – The replication mechanism occurs at a set time(s) during the 
day and application performance slows

— End-users notice a change in application performance

— Backups usually occur in the overnight/early morning hours
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DR Must Have:

Automated Recovery

– Disaster Recovery should have minimal manual steps to ensure 
accuracy and speed

Reverse Protection

– Disaster Recovery should deliver the ability to replicate back to the 
production site for simple failback when possible
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DR Must Have: Consistent Protection and Recovery

• Simple, scalable, protection & recovery of VMs, not LUNs

• Protect all VMs & recover multi-VM application stacks together

• Point in time recovery, write ordering & consistency

• Pre-configure recovery settings, network etc, prioritize VPGs

• Support virtualization features vMotion, svMotion, HA etc 

Enterprise Applications

CRM, ERP, SQL, Oracle, SharePoint, Exchange

• LUN Consistency Group evolved = Virtual Protection Group

RPO 4 secondsVPG1

RPO 6 secondsVPG2

RPO 9 secondsVPG3

Production Site
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DR Must Have: Disaster Recovery Automation

Create VMs, attach vDisks, boot order
Simple, Automated, Fast RTO = Minutes

Networks, re-IP, scripts & validation

Replicate only changes
Automated Failback Configuration*
Previous settings maintained

Isolated, restore anything, dev/test
Non-disruptive Failover Testing

Offsite Clones, extend protection

Small to large scale migrations
Move Anything in Minutes
Seconds of lag, test before

Production 
Site

BC/DR 
Site

vCenter vCenter

VM-Level Recovery
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DR Must Have: Testing Recovery and Reporting

• GDPR

• PCI

• ISO

• SOX

• HIPAA

• SEC

Regulatory Compliance 
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Managed DR 

Services
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Disaster Recovery as a Service

• Procuring outcome of recoverability through preparedness & 
testing

— Application/Service Tiering

— Days / Hours / Minutes

• Recovering critical applications at an alternate DR site for 
anywhere access by users performing functional testing

• 72 hour user application test time AFTER your IT team agrees 
recovery is a success!

• Documentation for compliance

• DR site resources reserved for time of need or disaster
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Defining DRaaS Roles and Responsibilities

Disaster Recovery as a Service
• DRaaS takes DR one step further – offloads failover availability management, 

testing and execution of event mitigation to Mindsight
• In a DRaaS environment, the replication of your virtual or physical 

infrastructure takes place in our data centers
• The DRP policies, procedures, and actions are clearly defined by both your 

organization and Mindsight
• Our team conducts regular testing of failovers scenarios; in the event of an 

actual emergency, we perform your failover 
• The entire DRaaS service is wrapped in a predefined Service Level Agreement 

(SLA) specifically written to achieve your businesses operating objectives
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Backup: Your “Days” Scenario 
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Image Replication: Your “Hours” Scenario 
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Data/System Replication: Your “Minutes” Scenario 
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None of This Matters Without a Plan AND Testing!
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Step-by-Step DR 

Technical Recovery 

Procedures

Managed Disaster Recovery - Documentation 
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Managed Disaster Recovery - Documentation 

A Critical Piece to Ensure 

Your Insurance will Not 

Fight Your Claim – DR 

Exercise & Recovery 

Results Achieved 

Documentation.

Yet Often Overlooked!

DR Exercise Report and Recovery Time Achieved 
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Gotchas!

Managed Disaster Recovery as a Service

• Bandwidth constrained environments with a high rate of 
change are challenging

— Will stretch the RPO from seconds to minutes and potentially hours

• SaaS solutions DR capabilities need to be checked and lined 
up with your RPO and RTO goals

— This can increase the SaaS cost

• Complex networks add to the importance of planning and must 
be paid attention to and accounted for in advance of DR

— Actually makes testing more complex and difficult than a “real” 
disaster
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Thank You!

jwankovsky@gomindsight.com

630.981.5039

Jason Wankovsky - Mindsight


